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Abstract Hydraulic fracturing treatments are often monitored by strings of geophones deployed in
boreholes. Instead of picking discrete events only, we here use time-frequency representations of
continuous recordings to identify resonances in two case studies. This paper outlines an interpretational
procedure to identify their cause using a subdivision into source, path, and receiver-side effects. For the first
case study, two main resonances are observed both at depth by the downhole geophones and on the
surface by two broadband arrays. The two acquisition networks have different receiver and path effects, yet
recorded the same resonances; these resonances are therefore likely generated by source effects. The
amplitude pattern at the surface arrays indicates that these resonances are probably due to pumping
operations. In the second case study, selective resonances are detected by the downhole geophones.
Resonances coming from receiver effects are either lower or higher frequency, and wave propagation
modeling shows that path effects are not significant. We identify two possible causes within the source area,
namely, eigenvibrations of fractures or non-Darcian flow within the hydraulic fractures. In the first situation,
15–30 m long fluid-filled cracks could generate the observed resonances. An interconnected fracture
network would then be required, corresponding to mesoscale deformation of the reservoir. Alternatively,
systematic patterns in non-Darcian fluid flow within the hydraulic fracture could also be their leading cause.
Resonances can be used to gain a better understanding of reservoir deformations or dynamic fluid flow
perturbations during fluid injection into hydrocarbon and geothermal reservoirs, CO2 sequestration, or
volcanic eruptions.

1. Introduction
Hydraulic fracturing aims to increase the reservoir permeability by opening fractures, thereby facilitating
drainage of hydrocarbons or fluid circulation in engineered geothermal systems [van der Baan et al., 2013].
While fluid injection is taking place, microseismic events are generated by the reactivation of preexist-
ing fractures and the creation of new fractures. The fracturing process is usually monitored by geophones
deployed in one or more boreholes (Figure 1). Using these instruments to locate the microseismicity, the
stimulated reservoir volume is assumed to correspond to the zone covered by the microseismic cloud
when dealing with tight hydrocarbons. Therefore, microseismic monitoring depends mainly on brittle
failure to estimate reservoir deformation [van der Baan et al., 2013], even if new techniques are being devel-
oped to enhance microseismic monitoring such as time-lapse seismic tomography [Calo et al., 2011] or
interferometry [de Ridder and Dellinger, 2011; Grechka and Zhao, 2012].

Yet the total input energy corresponding to the injected fluid is orders of magnitude larger than the esti-
mated energy coming from the recorded microseismic events [Maxwell et al., 2009]. The energy dissipated
by fluid leak-off and friction within the well and the reservoir does not account for this discrepancy. Apart
from brittle failure, other types of deformation must take place in the reservoir to release the extra energy,
like tensile fracturing and slow aseismic deformation [Chorney et al., 2012]. Conventional processing uses
triggered events to monitor hydraulic fracturing treatments. However, slow deformation and more generally
long-duration phenomena may not be detected by this procedure as they usually have emergent onsets
[Bame and Fehler, 1986; Das and Zoback, 2013].

Unconventional events and resonance frequencies have been studied using time-frequency representa-
tions of continuous passive recordings. For example, Long-Period and Long-Duration events (LPLD) are
detected after band passing the recorded data based on the frequency content of the different observed
signals (microseismic events, ambient noise...) obtained using the Short-Time Fourier Transform (STFT) [Das
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Figure 1. Sketch of a typical configuration of hydrofracture experiments. Seismic waves generated by fracturing or per-
foration shots (red stars) travel through the Earth (reservoir and other geological formations) and are eventually recorded
by seismic stations located either on the surface or in an observation well. Insets show sketches illustrating the source,
path, and receiver effects. At the receiver side, resonances may occur from reverberations between receivers or within
the entire borehole. Likewise, source effects can include wave reverberations within fracture networks or vibrations from
fluids leaving the well through small perforations. The different parts of the borehole and the fluid-filled fracture are not
at the right scale, as the borehole radius is ∼5–12 cm, and the fracture thickness and length are only a few millimeters
and few meters to few tens of meters, respectively. For the path effects, the seismic waves generated by a source (red
star) travel through layers with different velocities. These waves will be reflected and transmitted at layer boundaries or
can be trapped in a low-velocity waveguide. Modified from Tary and van der Baan [2012].

and Zoback, 2011]. Likewise, Pettitt et al. [2009] try to incorporate in a single framework the microseismicity,
hydraulic treatment conditions, and data frequency content. They observe resonance frequencies during
and between microseismic experiments with variations in amplitude. For one stage, while some micro-
seismicity is directly associated with the fluid injection close to the well, some microseismic events occur
near jointly in an upper formation implying a possible fluid communication between the two formations.
No microseismicity is observed between the upper and injection formations. On the other hand, the fre-
quency content shows a decrease in amplitude over time of some of the high-frequency resonances at that
time. Pettitt et al. [2009] interpret this observation as the slow growth of a fracture by the agglomeration
of microfractures going from the lower to upper level, without sufficient instantaneous slip or fracturing to
generate a recordable microseismic event in the intermediate formation.

As shown by these studies, the frequency content of continuous recordings contains useful information
for preprocessing the data as well as useful clues for understanding reservoir deformation. Time-frequency
representations are particularly appropriate to study long-lasting phenomena with localized
frequency contents.

TARY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 1296

http://dx.doi.org/10.1002/2013JB010904


Journal of Geophysical Research: Solid Earth 10.1002/2013JB010904

In this paper we outline an interpretational strategy to identify the cause of any observed resonances.
Although the focus is on hydraulic fracture treatments, the developed framework is applicable to all situ-
ations involving fluid intrusion into a surrounding rock including geothermal operations but possibly also
volcanology applications.

A seismic signal is usually seen as the convolution of the contribution of source, path, and receiver effects
(Figure 1). Different resonant peaks can be introduced by all these effects. Fortunately, resonances coming
from different sources are usually also characterized by different spectral peaks and can thus be separated.
Following the identification of resonances using suitable time-frequency methods, the next step is then to
identify the possible causes of resonance frequencies using this categorization into source, receiver, and
path effects.

We then present two case studies with clear resonance frequencies. In both cases, we first try to locate the
cause of the resonances by estimating the moveout of wave packets and/or wave polarization analysis. We
isolate the influence of receiver, path, and source effects to discuss the potential causes of the resonances.
We end with a discussion on the most likely implications for the observed resonances in terms of either
reservoir deformation and a growing hydraulic fracture, or fluid flow effects within the hydraulic fracture.

2. Causes of Resonance Frequencies

This section reviews various causes for the existence of resonance frequencies in order to create an interpre-
tational framework to establish the most likely cause for any observed resonances in case of fluid injection
into a hydrocarbon or geothermal reservoir.

2.1. Receiver Effects
In receiver effects, we are including contributions from the instrument itself and the observation well where
the sensors are deployed to monitor microseismic experiments. Generally, the resonances introduced on the
receiver side are directly related to the experimental setup. First, mechanical resonances sometimes corrupt
the data when the internal damping or the clamping of the sensors is flawed. Surface stations are sometimes
buried at few tens of meters to avoid contamination from anthropogenic and environmental noises, as well
as wave trapping in the unconsolidated soil layer.

During hydraulic fracturing treatments, geophones are typically deployed in an observation well few hun-
dreds to few thousands of meters deep. The resulting decrease in noise level is important to detect the very
small microseismic events (−4 <Mw<-1) generated during the fluid injection. On the other hand, noises can
be generated by the trapping of waves (tube and P waves) inside the fluid-filled pipe (Figure 1) [Sun and
McMechan, 1988]. The resonance frequencies are generated by constructive interferences of a fundamental
wave mode given by the fluid (generally water) or casing velocity divided by the length of the pipe. Like-
wise, any discontinuities within the borehole such as collars and tubing ends may reflect the internal waves,
potentially creating additional resonances. In some instances, geophones are shown to generate resonances
due to their strong clamping on the pipe, the frequency depending on the casing velocity and the geo-
phone spacing [St-Onge and Eaton, 2011]. Interestingly, the fluid pressure inside the borehole may change
the corresponding resonance frequency by deforming the pipe itself [St-Onge et al., 2013]. Thus, changes of
resonance frequency may correlate with the injection rate during the fluid injection.

2.2. Path Effects
Resonance frequencies resulting from path effects have been extensively studied, yet they are still not fully
understood due to the reality of the Earth’s complexity. In the case of seismic hazard assessment in urban
areas, for example, resonances introduced by site effects arise mainly from the constructive and destructive
interferences of waves due to topography or low-velocity waveguides [e.g., Bonnefoy–Claudet et al., 2006;
van der Baan, 2009]. In the latter case, the resonant peaks depend directly on the mechanical properties of
the low-velocity layers, including the impedance contrast and the thickness of these layers. To estimate the
position of the resonances, the main tools are the spectral ratio method developed by Nakamura [2000]
and the quarter-wavelength law [van der Baan, 2009]. Reservoirs containing oil or gas constitute sometimes
low-velocity layers and could, in principle, be characterized by a specific resonance frequency.

Another way for path effects to introduce resonances is via multiple wave scattering along the path between
source and receiver. This phenomenon, also called stratigraphic filtering, depends on the layers reflectiv-
ity and the wavelength of the various propagating waves. It has been studied by using deterministic and
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stochastic approaches. The deterministic approach is employed in the case of periodic, or quasi-periodic
media [Morlet et al., 1982a, 1982b]. It shows that, for long wavelengths, the medium is effectively homoge-
neous and characterized by an averaged velocity, and for short wavelengths, waves are strongly attenuated
creating “forbidden bands.” A periodic stratification can then act as a low-pass or a pass-band filter, hence,
the name stratigraphic filtering.

In the stochastic approach using the wave localization theory, the medium is defined by a stack of layers
with stochastic velocity variations sandwiched by two homogeneous half spaces. Contrary to the determin-
istic approach where the medium is known perfectly, the stochastic approach uses statistical values derived
from spatial autocorrelation functions with a given standard deviation in velocity fluctuations to predict
resulting frequency-dependent attenuation and dispersion [van der Baan, 2001; van der Baan et al., 2007].
Stratigraphic filtering can then act as a low-pass filter, or when the characteristic scale length of the medium
is close to the principal wavelength, wave localization occurs and scattered waves interact constructively
to create resonances [Banik et al., 1985; Correig and Vila, 1993; van der Baan et al., 2007]. All the abovemen-
tioned causes of resonances due to path effects can be studied using wave propagation modeling and
proper model parameters.

2.3. Source Effects
On the source side, resonance frequencies might be introduced by surface noises related to the pumping
operations. They can also arise from the repetition of small, periodic events [Lees et al., 2004; Pettitt et al.,
2009]. The succession of these small events would appear as a line at a frequency inversely proportional to
the interevent period. During hydraulic fracturing, small events could correspond to microfractures of too
small amplitudes to be identified as individual events. Changes in resonance frequencies could be produced
by variations in the periodicity of the small repetitive events [Hotovec et al., 2013].

In many respects, hydraulic fracturing is similar to magma migration in the subsurface [Bame and Fehler,
1986; Ferrazzini et al., 1990]. In this context, resonance frequencies and low-frequency events are often inter-
preted as the resonance of fluid-filled cracks at depth [Aki et al., 1977; Chouet, 1986]. Using a model with
a rectangular crack embedded in an elastic solid and filled by nonviscous fluid, Chouet [1986] shows that
the crack resonance is sustained by the propagation of a dispersive wave with a very low velocity at the
fluid-solid interface. The frequency response of the crack itself is mainly affected by the triggering excita-
tion (size, source function, and location), the crack dimensions, and the mechanical parameters of the model
through the crack stiffness parameter [Aki et al., 1977; Chouet, 1986]. The existence of the slow wave has
since been confirmed experimentally [Tang and Cheng, 1988; Goloshubin et al., 1994] and studied by many
authors [e.g., Yamamoto and Kawakatsu, 2008; Frehner and Schmalholz, 2010]. Following Korneev [2011], we
hereafter refer to this wave as a Krauklis wave.

The dispersion curve of the phase velocity of this wave has been derived analytically by Ferrazzini and Aki
[1987] and Korneev [2008], for an infinite fluid-filled crack sandwiched between two elastic half spaces. The
velocity of Krauklis waves tends toward zero at zero frequency and becomes a nondispersive Scholte wave
at high frequencies [Korneev, 2011]. Tube waves on the contrary, are propagating as plane waves in the fluid
at low frequencies and as dispersive Stoneley waves at the pipe-formation interface at high frequencies
[Rama Rao and Vandiver, 1999].

Resonance frequencies generated by Krauklis wave reverberations in a fluid-filled fracture with flat tips and
uniform properties are given by equation (A3) (see Appendix A). In reality, the thickness of the fracture is
likely to change along its course, in particular at the tip, where the thickness decreases progressively [Rubin,
1995]. The fracture thickness in equation (A3) is then an average thickness over the total length of the frac-
ture. For instance, a linear pinch-out model for a fracture increases the travel time in the fracture by a factor
of 3

2
(V. Korneev, personal communication, 2013, see Appendix A). This travel time increase decreases the

resonance frequency by a factor 2
3

3
2 (equation (A6)).

During the fluid injection, various resonances can arise from fluid-filled fractures depending on fracture
growth and collapse or the fluid properties. In particular, the fluid pressure can change the dispersion
curve of Krauklis waves [Nagano and Niitsuma, 2000], changing the resonance frequencies. The proppant
concentration might also have a significant influence.

Possible pressure variations triggering the resonance of a fracture/conduit may arise from various causes,
most of them being relevant for both volcanoes and hydraulic stimulations. Brittle failure leading to
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Figure 2. Illustration of nonlaminar flow model for the generation of resonance frequencies by Orr-Sommerfeld insta-
bilities. As the fluid enters the fracture through the (a) perforation(s), the high-speed fluid flow involves the production
of periodic pressure variations due to small-scale vortices along the (b) fluid flow creating resonance frequencies. Perfo-
rations are openings in the pipe casing usually between 0.005 and 0.01 m, while the pipe diameter is generally around
0.05–0.1 m. This mechanism may take place at other locations due to fracture restrictions, for example. Jet instabilities
are modified from Van Dyke [1982].

fracture extension involves a sudden depressurization in the fluid and conversely for fracture collapse [Aki
et al., 1977; Chouet, 1988; Shimomura et al., 2006]. The pressure-induced opening and closing of cracks
can produce complex source spectra in individual events, including spectral notches which have been
observed in the first case study considered below recorded over a hydraulic fracturing treatment [Eaton et
al., 2014]. The resulting seismic events can also excite resonances in the conduit if located close to its walls
[Neuberg et al., 2006; Shimomura et al., 2006; Thomas and Neuberg, 2012], similarly to seismic waves trapped
in low-velocity waveguides [van der Baan, 2009]. Sudden changes in temperature at depth can also
lead to fracturing, such as during magma or hydrothermal fluid intrusion in volcanoes [Burlini et al., 2007;
Konstantinou and Schlindwein, 2003] or steam injection in reservoirs [Chopra et al., 2010; Maxwell et al., 2007].
Fluid movements can induce pressure variations through sudden inflow or outflow [Ferrick et al., 1982;
Chouet et al., 2005; Lesage et al., 2006; De Barros et al., 2011] or due to overall unsteady fluid flow [Ferrick et
al., 1982; Rust et al., 2008]. Fluid-phase transitions (liquid-gas-supercritical fluid) due to changes in in situ
conditions or during fluid migration toward the surface also generate rapid pressure variations that could
trigger crack resonances [Bohnhoff and Zoback, 2010; Maeda et al., 2013].

Volcanic tremors and low-frequency events can also be produced by fluid flow instabilities [e.g., Ferrick et al.,
1982; Julian, 1994; Rust et al., 2008]. A first indication of whether or not the conditions for non-Darcian (i.e.,
nonlaminar) flow are met is given by the Reynolds number, which represents the ratio of inertial to viscous
forces. The Reynolds number is given by Re = 𝜌f vD

𝜇d
, where v is the fluid flow velocity, D the characteristic

size of the opening, 𝜌f the density of the fluid and 𝜇d the dynamic viscosity. Fluid injection during hydraulic
stimulation generally involves high Reynolds number with high fluid flow velocities. Non-Darcian flow is not
uncommon in hydraulic fracturing treatments at the perforation location or the fracture system [Evans et al.,
1996; Kohl et al., 1997; Quinn et al., 2011]. Several mechanisms for the generation of resonances relevant in
these conditions have been suggested by Hellweg [2000] (eddy shedding, periodic appearance of turbulent
flow) and Rust et al. [2008] (fluid flow instabilities similar to Roll waves, reservoir resonance analogous to a
Helmholtz resonator). Resonance frequencies associated with each mechanism depend mainly on the fluid
flow velocity and some characteristic geometrical dimensions.

The crack model seems to require opposite conditions to fluid flow models, as the first requires finite
cracks to generate resonances, and the latter requires an open channel and continuous flow. The fluid flow
model may be more applicable at the perforation location where fluids are channeled into the expanding
hydraulic fracture (Figure 2), whereas the resonating crack model may be more applicable further along the
(expanding) hydraulic fracture.

3. Observed Resonances
In the following we present two case histories illustrating how the most likely cause of observed resonances
can be identified using the division into source, receiver, and path effects.

3.1. Case Study 1
The first case study uses a microseismic data set collected in Rolla, northeastern British Columbia, in 2011
(Figure 3). The main target play in this area is the lower-triassic Montney formation. The Montney formation,
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Figure 3. Experimental setup of the Rolla experiment. The perforation
shots are indicated by black and open stars for the first (H1) and second
(H2) well, respectively. The perforation shot numbers are also shown close
to the stars. The downhole geophones are indicated by green dots, the
broadband stations by red dots, and the geophones on the surface by light
blue dots.

present from west-central Alberta to
northeastern British Columbia, con-
tains important conventional gas
and oil reserves as well as unconven-
tional tight gas and shale gas mainly
in British Columbia [National Energy
Board, 2009; Zonneveld et al., 2010].
The formation comprises mainly
shale and silty shale but also contains
beds of siltstone and sandstone
[Dixon, 2000].

Twenty-one stages were carried out
in two horizontal wells, H1 and H2,
having the vertical section in com-
mon (Figure 3). The fluid injection was
monitored by a downhole array of
six modified short-period geophones
(natural frequency of 4.5 Hz, noise

floor between 0.1 and 1 Hz), and by 21 broadband stations (frequency band ∼0.01–100 Hz) and eight geo-
phones (natural frequency of 10 Hz) on the surface. The downhole geophones were deployed at depths
ranging from 1670 to 1830 m and were approximately 100 m above the horizontal portion of the injection
well. During the fracturing stages of well H1, no data could be retrieved from two of the geophones (1 and
6). Further details on this experiment can be found in Eaton et al. [2013].

About 70 microseismic events are detected and located using the geophones deployed in the observation
well, whereas no microseismic event is detected by the sensors on the surface. Their moment magnitudes
range from −2 to −0.4. Except for these high-frequency events, some low-frequency transient events
(<25 Hz, Eaton et al. [2013]) are also recorded by the downhole array.

In the same frequency band, some resonance frequencies are simultaneously recorded by the downhole
array and two broadband arrays on the surface (A and B). These resonances are intimately related to the fluid
injection as the amplitude and the value of the resonances are correlated with variations in slurry flow. On
Figure 4, for instance, the spectral lines appear when the injection starts and vanish when it stops.

Throughout the 21 stages, the downhole array presents two main resonances at ∼8 and ∼11 Hz (Figure 4),
plus one at ∼4 Hz during the fifth stage of the first well. The amplitude of the resonances is similar at all
borehole geophones indicating that the corresponding wavefield is diffuse. Resonance amplitudes are also
relatively similar from stage to stage, even for stages 1 km apart. In addition, their apparent velocity is supe-
rior to 10 km/s, suggesting that the wavefield is composed of S waves propagating nearly horizontally at
right angles to the downhole receiver line [Eaton et al., 2013].
3.1.1. Polarization Analysis
Before exploring possible causes of the observed resonance, we calculate the polarization of the con-
tinuous recordings on successive segments of 20 s with 50% overlap using the covariance method
described by Jurkevics [1988] (Figure 5). Prior to the polarization calculation, the microseismic recordings
are filtered around the resonance frequencies at 8 Hz using a peak filter in order to select a narrow fre-
quency band (bandwidth ∼5–10 Hz). The recordings are rotated in the geographic frame of reference
(East-North-Vertical). The polarization measurements during the fluid injection are compared with the polar-
ization of the background noise, obtained from the ∼15 min of data before the injection. Only polarization
measurements significantly different from those of the background noise are considered hereafter, meaning
the analyzed resonance must have sufficient energy.

Figure 5 shows that prior to and after fluid injection, both the incidence angle and azimuth vary con-
siderably. Yet during fluid injection both show a consistent behavior. In particular, there are times when
the azimuth varies only within ±10◦ during a half hour period. The incidence angle shows larger but
nonetheless systematic variations. Similar observations are made for different stages and other geo-
phones and broadband seismometers. This indicates that the resonances produce consistent wave
propagation patterns.

TARY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 1300

http://dx.doi.org/10.1002/2013JB010904


Journal of Geophysical Research: Solid Earth 10.1002/2013JB010904

F
re

qu
en

cy
 (

H
z)

Time (s)
500 1000 1500 2000 2500 3000 3500

0

10

20

30

40

F
re

qu
en

cy
 (

H
z)

0

10

20

30

40

Surface pressure

Proppant

Slurry flow

Downhole array, geophone 3

Broadband station A1

Fracturing stage H1-4

Figure 4. Treatment plot and time-frequency representations of stage H1-4 recorded by the vertical component
of broadband station A1 on the surface and downhole geophone 3. The data are downsampled to 100 Hz prior to
time-frequency analysis. Hot colors correspond to high amplitudes. Windows of 4 s with 90% overlap are used to com-
pute the time-frequency response. On the treatment plot, the gray line corresponds to surface pressure, the black line to
slurry flow, and the dashed line to proppant concentration.

For the downhole array, representative azimuths for both horizontal wells are shown in Figure 6. Azimuths
for geophone 4 are similar to the background noise throughout all the stages in well H1. The azimuths
are generally in the WSW-ENE direction for both wells, even if the azimuths are slightly more in the direc-
tion SW-NE in the case of well H2. The azimuths direction (10–30◦ [180◦]) is roughly perpendicular to the
direction injection well-receiver array (∼120◦).

In the case of the broadband arrays that recorded the same resonances (A and B), the strong contamination
of the data by environmental and anthropogenic noises often jeopardizes the polarization measurements.
Out of the measurements for all stations and all stages, we carefully selected those which are clearly uncor-
rupted by strong coherent noises. In Figure 7, we show the average azimuths for the eight stations of the
two arrays after this selection. The azimuths are in the SW-NE directions and slightly higher for array A

Figure 5. Azimuths and incidence angles for the resonance at 8 Hz and the first stage of the first well
as recorded by the third borehole geophone. The 180◦ ambiguity in the polarization measurements
is not removed. The fluid injection starts at 1749 s and stops at 6075 s (vertical dashed lines), corre-
sponding to the part with stable azimuths. Note the oscillations of the incidence angles during the
fluid injection.
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Figure 6. Azimuths corresponding to stages H1-5 and H2-4 after peak fil-
tering the data around 8 Hz. Only the borehole geophones that are not
contaminated by background noise are shown. The observation well is
located at the center of the rose diagrams. The 180◦ ambiguity in the polar-
ization measurements is not removed. The general azimuths of the well
head of the injection well and the perforation shots (fluid injection) are
also indicated on the rose diagrams.

(∼70◦ [180◦]) than for array B
(∼60◦ [180◦]). Overall, the azimuths
are perpendicular to the direction
injection well-broadband arrays,
which is ∼140◦ for array A and
∼125◦ for array B (Figure 7),
and the incidence angles are
nearly horizontal.
3.1.2. Resonances: Most
Likely Cause
3.1.2.1. Receiver Effects

In the following sections, we will
separately review each effect to deter-
mine their respective influence on our
observations. On the receiver side,
resonances are mainly generated by
the resonance of the borehole or by
wave reverberations between the
sensors [St-Onge and Eaton, 2011]. In
the Rolla experiment, the length of
the observation well is ∼2150 m. If we
consider an average cement veloc-
ity of 3500 m/s [Tubman et al., 1984],
the fundamental frequency associ-
ated with this borehole is ∼1.6 Hz.
Similarly, with a distance between
geophones of about 32 m, the cor-
responding resonance is around
109 Hz [St-Onge and Eaton, 2011].
Resonances associated with receiver
effects are thus outside the range of
the observed resonances.
3.1.2.2. Path Effects

During the Rolla experiment, the res-
onances were recorded by two different networks. The resonances are visible on different locations but still
have the same features, although ray paths are completely different. This is clearly not compatible with path
effects. It seems that path and receiver effects for the resonances in common to the downhole and surface
arrays can be discarded and then likely related to source effects.
3.1.2.3. Source Effects

The downhole geophones and broadband arrays A and B at the surface have recorded several common
resonances. The resonance amplitudes are always higher on the stations of array A than those of array B
irrespective of the fracturing stage. In addition, no injection-related resonance was recorded by the other
broadband arrays, even though the perforations at the toes of each well are closer to arrays D and G than to
arrays A and B (Figure 3).

On the other hand, arrays A and B are closer to the well head of the injection well than the other arrays.
The polarization analysis also shows that the azimuths associated with the resonances at 8–11 Hz are
consistently perpendicular to the direction injection well-receiver. In the case of the downhole array, it
suggests that the resonances are mainly comprised of horizontally polarized SH waves originating from
the vertical part of the injection well, perhaps through the coupling between the pump and the well. For
the broadband stations, the resonances could correspond to vibrations produced either directly by the
pumping equipment or by the fluid movements in the injection well propagating as SH or Love waves on
the subsurface.

We therefore conclude that for the first case study, the resonances are caused by source side effects. How-
ever, they are not representative of vibrations related to the fracture network but most likely caused by the
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pumping equipment and/or vibrations within
the vertical part of the injection well. The other
spectral lines in the surface recordings are
likely either harmonics of lower-frequency res-
onances or noises coming from anthropogenic
or environmental sources.

3.2. Case Study 2
The second microseismic experiment is a
proprietary data set coming from an anony-
mous company. During this experiment, fluids
(mainly nitrogen and slurry) were injected at
depth to increase the permeability of a tight
gas reservoir from the Cardium formation. The
Cardium formation, belonging to the fore-
land basin of the Western Canada Sedimentary
Basin, results from the flexure of the crust on
the western side of the North American Craton
during the formation of the Rocky Mountains
cordillera [Wright et al., 1994]. As a conse-

quence, the Cardium formation is heavily thrusted and folded. In the study area, the close succession of
shales and sandstone could favor the formation of folds between detachments [Wright et al., 1994]. The
strikes of folds and thrusts are approximately NW-SE in the region, potentially leading to the formation of
compression-related extension fractures perpendicular to the fold strikes and fractures parallel to the fold
strikes due to the extension on the fold crests (extrado fractures, [Hart et al., 2007]).

In order to improve the drainage in the Cardium formation, two fracturing stages were monitored
by 12 three-component geophones deployed in a vertical borehole (Figure 8). The geophones
have a natural frequency of 15 Hz and were sampled at 4000 Hz. A perforation shot is commonly
used to break the casing where the fluid injection will take place. These shots are used to deter-
mine the orientation of the sensors, using the polarization of the recorded P waves [Jurkevics, 1988].

Figure 8. Experimental setup of the second case study, in (top)
map view and (bottom) cross-section. The perforation shots are
indicated by black stars, the geophones by black dots, and the
microseismic cloud by the hatched area. The geophone numbers
are also indicated.

The continuous recordings of the two stages
show a high-amplitude noise in the fre-
quency band ∼15–100 Hz [Tary and van
der Baan, 2012], hiding completely most
of the microseismic events. Only 98 events
are located during this experiment with
magnitudes ranging from −4 to −3. The
microseismic cloud is elongated in the
SW-NE direction (Figure 8), parallel to the
general compressive direction in the area
[Hart et al., 2007].

First-order calculation made by the com-
pany to estimate bottom hole slurry flow
and treatment pressure for stage 2 indi-
cates that there is a time lag of around 300 s
between measures on the surface and at the
perforation depth. This is done by applying
Darcy’s law to the surface treatment data
and depends strongly on well layout and
fluid properties, in particular, the viscos-
ity and injection pressures, involving some
uncertainties in these estimates. Yet to first
order, the predicted time lag corresponds to
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Figure 9. (a) Treatment curves and (b) time-frequency representation of the first stage of the second case study (geo-
phone 12, vertical component). The data are downsampled from 4000 Hz to 160 Hz prior to the time-frequency analysis.
Hot colors correspond to high amplitudes. A window of 8 s with 90% overlap are used to compute the short-time Fourier
transform. A time shift of +323 s is applied to the treatment curves to align them with the time-frequency representa-
tion. In the treatment plot, the gray line = surface pressure, the black line = slurry flow, the blue line = injection rate of
nitrogen, and dashed line = proppant concentration.

those applied to the time-frequency representations in order to align variations in frequency and variations
in treatment conditions (323 s for stage 1 and 227 s for stage 2).

Several main resonance frequencies are observed during the two stages at ∼17, ∼35, ∼51 and ∼60 Hz
(Figures 9 and 10) using a short-time Fourier transform. These resonances are confirmed by using a
time-varying autoregressive analysis [Tary et al., 2014]. Additional weaker resonances at ∼27 Hz during the
first stage and at ∼16 and ∼29 Hz during the second stage are also recorded. Noticeably, the resonance at
27 Hz exhibits numerous fringes around the central spectral lines. The resonance at ∼60 Hz corresponds to
the electric current. The other resonances at ∼17, ∼35, and ∼51 Hz seem to be harmonics of the resonance
at ∼17 Hz. They exhibit a particular amplitude pattern, with higher amplitudes on the deepest geophones
as well as geophones 4 and 5. Overtones of the additional resonances are also visible. For the first stage,
the resonance at 27 Hz is systematically and consistently linked to variations in the resonances at ∼17–20,
∼32–36, and ∼50–53 Hz (Figure 9). Some of them are easily identified by the hat-like feature at ∼3400 s,
which correlates to a similar feature in the slurry rate. For the second stage, the resonances around 16 and
29 Hz have overtones at ∼32 Hz and ∼58 Hz, respectively (Figure 10). Overall, the signal energy during both
stages is correlated with the fluid flow, meaning that the main source of the background noise is related to
the fluid injection. In addition, changes in fluid flow may be correlated with changes in frequency content as
mentioned also by Pettitt et al. [2009].

In the following, we first analyze the resonance polarizations and moveouts at the geophones and then
explore the most likely cause of the resonances. Discussions on the physical interpretation of the changes in
frequency are in section 4.
3.2.1. Polarization Analysis
The wavefield corresponding to the resonance at 17 Hz seems to be comprised of transient signals which
are coherent across receivers yet are nonetheless highly nonstationary in waveform shape (Figure 11). For
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Figure 10. Same as Figure 9 for the second stage of the second case study (geophone 12, vertical component). The time
shift applied to the treatment curves is +227 s.

instance, one particular arrival has an apparent moveout of approximately 615 m/s. The corresponding 35
and 51 Hz signals on the other hand display no waveform coherency across multiple receivers.

We apply the same methodology as for the first case study. We computed the polarization for data segments
of 25 s with 50% overlap after rotation into the geographic frame of reference and bandpass filtering the
seismic trace around the resonance under investigation (bandwidth ∼5–10 Hz). Before the fluid injection,
the noise in the frequency band around 17 Hz shows sometimes a coherent polarization depending on the
geophone. During fluid injection, geophones 4 to 6 and 8 to 12 show a coherent polarization for the first
stage, and geophones 4, 5, and 8 to 12 show a coherent polarization for the second stage. In the case of
the resonances at ∼35 and ∼51 Hz, the azimuths are not consistent between stations, but they are in the
same direction as the azimuth of the background noise. It suggests that the signal is contaminated by the
background noise at these frequencies. In the following, we focus on the interpretation of the resonances
and the geophones which are clearly not contaminated by the background noise, i.e., the resonance at 17 Hz
recorded by the geophones 4 to 6 and 8 to 12.

The polarization measurements show two main azimuths during both stages. Geophones 4, 11, and 12 show
azimuths SW-NE at ∼60◦ [180◦], while the other geophones show azimuths to the WNW-ESE at ∼150◦ [180◦]
(Figure 12). The azimuth SW-NE is perpendicular to the direction observation well-fluid injection and could
correspond to S waves originating from the fluid injection, whereas the azimuth WNW-ESE is parallel to this
direction and could then correspond to P waves. The azimuth 285◦ is also the general direction of a potential
source of coherent noise, corresponding to another well located less than 1 km away from the observation
well that might be producing at the time of the experiment.

The complex pattern in azimuths and incidence angles between stations may be explained by the local
geologic structure. The area is characterized by an ongoing SW-NE compressive regime due to the Cordillera
orogeny, involving thrusting and folding of the layers at depth [Hart et al., 2007]. The deformed succession
of shale and sandstone layers may create low-velocity waveguides with a complex geometry explaining
the complex azimuth pattern observed. Geophones 4, 8, and 9 show high amplitudes on the horizontal
components, as well as nearly horizontal incidence angles (Figure 12), suggesting that they are likely located
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Figure 11. Twenty-five seconds of data from the second stage of the second case study (vertical component of geo-
phones 1 to 12, numbered with increasing depth). (a) Recordings after peak filtering around 17 Hz. (b) Envelope of the
signal shown in Figure 11a obtained using the absolute value of the analytic signal. Note the continuity of wave packets
between receivers, one of them is indicated by black arrows which has an upward moveout with an apparent velocity of
615 m/s.

close to an interface between 2 layers. On the other hand, the waves arriving at geophones 11 and 12 seem
to come from a deeper horizon.
3.2.2. Resonances: Most Likely Cause
3.2.2.1. Receiver Effects
For a ∼2300 m long pipe and a P wave velocity of the cement casing around 3800 m/s [Tary and van der
Baan, 2012], the resulting fundamental resonance frequency for the observation well is ∼1.7 Hz. Simi-
larly, the resonance frequency corresponding to the spacing between geophones of ∼10.4 m is ∼365 Hz.

TARY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 1306

http://dx.doi.org/10.1002/2013JB010904


Journal of Geophysical Research: Solid Earth 10.1002/2013JB010904

30

210

60

240

90

270

120

300

150

330

180 0

30

210

60

240

90

270

120

300

150

330

180 0

2 3 4

2180

2200

2220

2240

2260

2280

2300

Geophones #

4
5
6
8
9
10
11
12

b) Incidence angles

a) Azimuths

North

Fluid
injection

Producing well

Stage 1 Stage 2

Velocity (km/s) / Density (g/cm3)

Vs Vp

Fluid
injection

Producing well

North

D
ep

th
 (

m
)

Figure 12. Representative azimuths and incidence angles of the microseismic recordings at a frequency of 17 Hz, for the
first and second stages of the second case study. The observation well is located at the center of the rose diagrams. Only
the geophones that are not contaminated by background noise are shown. The 180◦ ambiguity in the polarization mea-
surements is not removed. The general azimuths of the fluid injection and the close-by producing well are also indicated
on the rose diagrams. For geophones with azimuths parallel to the direction of fluid injection-receivers, likely related
to incident P waves, solid line = azimuths along incidence angle, dashed line = complementary angle. The velocity and
density (𝜌) models used for the wave modeling, as well as the depth of the perforation shots (black stars), are shown in
front of the incidence angles using the same depth scale.

These values are out of the range of the observed resonances. In addition, instrument self-noise cannot
explain the time variability of the resonances. Surface noises are another option, but they are not con-
sistent with the deepest geophones having higher amplitudes than the shallowest ones and the 17 Hz
resonance polarization.
3.2.2.2. Path Effects

In order to determine the influence of path effects and stratigraphic filtering on the frequency content of
the microseismic recordings, we perform wave-propagation modeling considering a hypothetic source at
the location of the fluid injection (Figure 8). The numerical seismograms are computed using the reflectivity
code of Dietrich [1988] [Tary et al., 2012]. The source function is a zero-phase Ricker wavelet.

The velocity model (P wave and S wave), as well as the density structure used for the numerical simulations
are based on logs from the injection and observation wells (Figure 12). The same velocity model is used
to locate the microseismicity. Different attenuation factors are tested, but their impacts on the simulation
outcomes are very limited as the source is only few wavelengths away from the receivers at 17 Hz. Hereafter
we use an attenuation factor of 100 for both P and S waves.

The frequency content of the seismograms, depending on the source-receiver distance, is presented in
Figure 13 for three different dominant frequencies (10, 20, and 40 Hz). The source mechanism is a single
force in the vertical direction corresponding to mass advection, which could represent momentum trans-
fer by fluid flow in hydraulic stimulations. Changing the source mechanism to horizontal single forces or an
isotropic source does not modify significantly the dominant frequency of the numerical seismograms in our
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Figure 13. Frequency content versus source-receiver distance for a receiver
at the depth of geophone 12 (vertical component), using a source at the
location of the deepest perforation shot (∼2279 m, see Figure 8), a single
force in the vertical direction, and three different dominant frequencies
(10, 20, and 40 Hz, see inset). The receiver is located ∼400 m away from the
source. The frequency content shows little variation with distance, staying
very close to the spectrum of the source.

case. The receivers are located
approximately at 400 m from the fluid
injection. The frequency content of
the seismograms stays very similar to
the source spectrum, irrespective of
the dominant frequency. Recorded
wave trains propagate mostly hor-
izontally, limiting the influence of
multiple wave scattering as well as
wave interferences between wave
packets. Little stratigraphic filtering is
thus anticipated here.

Ruling out receiver and path effects
on the primary generation of the
resonance frequencies, we now
investigate how source effects could
generate the observed resonances.
3.2.2.3. Source Effects

Contrary to the first case study, direct
observations of resonances directly
related to the pumping equipment
are less likely for several reasons.
First the strongest resonance ampli-
tudes are recorded on the deepest
geophone. Second, the observed
moveout in the 17 Hz resonance
indicates upward instead of down-
ward wave propagation (Figure 14).
Finally, there is a 323 and 227 s lag
between the treatment slurry curves
and the observed resonances for
stages 1 and 2, respectively. Since
the physical distance between the
pump and the geophones is around
2200 m, this excludes direct wave
propagation effects.

On the source side, resonances can
thus be generated either by the rep-
etition of small events if perfectly
periodic [Pettitt et al., 2009], by the
resonance of fluid-filled cracks or by
non-Darcian fluid flow in an irreg-
ular channel. The stability of the
spectral lines throughout the two
stages seems to advocate for a sta-
ble mechanism that could be either
(1) stationary but nonlaminar flow
patterns within an open fracture, con-
ditions that could be met close to
the injection well, (2) excitation of a
crack of stable dimensions and fluid

properties, or (3) regular failures at the tip of the growing fracture.

For all models, time delays between the beginning of the fluid injection and the appearance of the reso-
nances are expected due to time needed for the injected fluid to reach the fluid already inside the well and
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the reservoir. If we assume linear flow
within the well and an average well
radius of 10 cm, then it would take flu-
ids in stages 1 and 2 approximately 17.5
and 14.1 min, respectively, to fill-up the
2280 m of the well from the well head
to the perforations, given the mean
injection rates of 4.1 and 5.1 m3/min.
This is larger than the first order calcula-
tion made by the company (300 s) and
the observed time lags, but they may
be reduced if fluids are already present
inside the borehole or due to nonlinear
fluid and stress communication between
well head and perforation. In addition,
contrary to microseismic recordings, start
and end points of treatment data are
rarely synchronized via GPS but manually
timed, introducing a potential source for
timing misalignments.

For the first case study, resonances arising from path and receiver effects do not correspond to the observed
resonances. They are thus likely caused by source effects at the reservoir’s depth. In the next section, we
discuss physical interpretations based on the proposed models.

4. Discussion and Implications for Hydraulic Fracturing Mechanisms

In this paper we systematically divide potential causes of resonances into source, receiver, and path effects
and subsequently eliminate the least likely ones based on anticipated frequency ranges, signal analysis,
and numerical modeling. An improved understanding in the various causes of resonance frequencies and
in how to identify the most likely one will aid in a more detailed understanding of their implications for the
underlying fluid movements and fracturing mechanisms. For instance, the resonance frequencies in case
study 2 (Figures 9 and 10) are nonstationary with some stepwise increases. Does this imply that the fracture
network is expanding stepwise or that the resonances respond to fluid flow increases? Is there acceleration
in the periodicity with which small repetitive events due to microfracturing occur?

The observed resonances are likely coming from the fluid injection in the reservoir. Shifts in frequency
are mainly correlated with fluid flow instead of treatment pressure or proppant volumes. The correlation
between fluid flow and resonance frequency is complex, since increases in fluid flow can lead to instan-
taneous positive or negative shifts in the spectral lines. Complex correlations may reflect the interplay
between various physical mechanisms, in particular, since the treatments are a combination of slurry (mostly
water combined with viscous thickening agents) and nitrogen injection. The latter is injected as a gaseous
phase at the wellhead but turns into a supercritical fluid closer to the reservoir. This leads to significant vari-
ations in both viscosity and fluid density along the wellbore as well as within the reservoir and hydraulic
fracture. Nonetheless, a correlation between fluid flow and resonance peaks seems clear since both often
change in a step-like fashion in line with an instantaneous change in fluid flow, mimicking similar plateaus
as well as, for instance, the hat-like feature at the end of the injection in stage 1. For instance, the 27 Hz
resonance in stage 1 mimics the slurry flow curve, whereas the 29 Hz resonance in stage 2 seems solely
correlated to the variations in nitrogen injection rate instead of the slurry flow.

At the perforation depth (∼2300 m), the temperature is ∼ 80◦C and the fluid pressure is around 55 MPa.
In these conditions the nitrogen is in the supercritical state [Lemmon et al., 2013]. The volume fraction of
nitrogen at this depth is about 17%. Using the density of nitrogen under these conditions (∼374 kg/m3)
and the slurry density (∼812 kg/m3), the density of the fluid is about 738 kg/m3. The elastic velocities and
the density of the medium, coming from the model shown in Figure 12, are averaged over the stimulated
reservoir interval: Vp = 4367 m/s, Vs = 2646 m/s, and 𝜌m = 2489 kg/m3. The shear modulus is calculated using

TARY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 1309

http://dx.doi.org/10.1002/2013JB010904


Journal of Geophysical Research: Solid Earth 10.1002/2013JB010904

0 10 20 30 40 50
0

0.01

0.02

0.03

0.04

0.05

F
ra

ct
ur

e 
w

id
th

 (
m

)

0 10 20 30 40 50
0

0.01

0.02

0.03

0.04

0.05

Fracture length (m)

F
ra

ct
ur

e 
w

id
th

 (
m

)

ρ
f
: 1000 kg/m3

ρ
f
: 738 kg/m3

a)

b)

17 Hz

31 Hz

17 Hz

31 Hz
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fracture (a) with flat tips (equation (A3)) and (b) with the pinch-out
model (equation (A6)), for the first mode (k = 1), resonance frequen-
cies at 17 and 31 Hz (29 Hz resonance after upward shift at ∼2800 s),
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lines). The other parameters are: Vp = 4367 m/s, Vs = 2646 m/s
(𝛾 = Vs∕Vp), 𝜌m = 2489 kg/m3, and 𝜇 = V2

s 𝜌m = 17.4 GPa.

𝜇 = V2
s 𝜌m (∼17.4 GPa). The viscosity of the

slurry is around 0.025–0.15 Pa s [Ribeiro and
Sharma, 2012], which is significantly larger
than the viscosity of water (0.001 Pa s).

If we assume that the resonances are
entirely explained by the excitation of
fluid-filled cracks, using expression A3
or A6 and relevant medium properties, we
can estimate the dimension of a fracture
associated with a specific resonance. For a
resonance at 17 Hz and a fracture thickness
on the order of the perforation open-
ing (∼0.01 m), the fracture is at the limit
between thick and thin fracture regimes
[Korneev, 2008]. In the thick fracture regime,
fracture lengths obtained using the afore-
mentioned parameters are around 25 m and
17 m for the flat tips and pinch-out models,
respectively (Figure 15). In the thin fracture
regime, no such resonance is anticipated
as it involves inhomogeneous waves that
attenuate very quickly from the interface.

Crack radii corresponding to the magni-
tude range of microseismic events recorded
during microseismic experiments, typ-
ically between −3 and −1, range from
∼0.25 to ∼2 m [Brune, 1970]. Compared
to a fracture length of 20–30 m, this sug-
gests that a network of interconnected
fractures would be required to generate
a resonance at 17 Hz. The observed reso-

nances would be caused by wave reverberations within mesoscale interconnected fractures. Nonetheless,
the wavefield in geophones 4, 8, and 9 may be somewhat modified by path effects and ray bending,
since these are characterized by strong near-horizontal wave motion (Figure 12), yet they record the same
resonance frequencies.

Counterarguments rendering the crack excitation model less likely are that over time one would anticipate
an expanding hydraulic fracture, producing decreases in resonance frequencies. Specifically, an increase
in slurry flow can be thought to produce an acceleration in fracture growth and a decrease may lead to a
reduction in fracture growth or possibly even partial fracture closure. Changes in slurry flow and resonance
frequencies should then be anticorrelated. However, the opposite is observed in both stages.

For the case of resonances generated by nonlaminar flow, the Reynolds number can be used as an indicator
of the flow regime downhole or within the reservoir. At the perforation location, the fluid flow penetrates
the reservoir through an opening of the order of 0.01 m. Average fluid flow velocities at the beginning and
during the stages inside the borehole coming from the treatment curves are about 1.2 and 2.65 m/s, respec-
tively. Forcing the fluid through an opening of 0.01 m diameter causes a 100-fold increase in the ejection
velocities. Combined with a fluid density of 738 kg/m3 and a dynamic viscosity of 0.1 Pa s, the corresponding
Reynolds number are ∼8856 and ∼19,557. In both cases, inertial forces largely exceed viscous forces which
shows that a nonlaminar fluid flow regime is expected at the perforations and inside the reservoir.

Resonance excitation by non-Darcian fluid flow close to the perforation location would be independent of
fracture growth or closure over time but directly related to injection rates, thereby explaining the mostly
positive correlations between resonance frequencies and treatment rates. This observation points to a
model involving non-Darcian flow as the primary cause of the resonance. First-order estimation of the
length of the fracture using our parameters and fluid flow models of Hellweg [2000] and Rust et al. [2008]
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give lengths in the order of a few meters for a resonance at 17 Hz. Fluid flow regimes in an expanding
fracture network may change over time due to fracture propagation dynamics and potential changes in
fluid properties.

Even though the fluid flow model better describes some aspects of the observed correlations, it also raises
more questions. For instance, why is the 27 Hz resonance positively correlated to the slurry flow in stage 1,
but the similar 29 Hz resonance in stage 2 mimics the N2 flow? Likewise, nitrogen is combined with slurry
to carry proppants into the formation by varying the fluid viscosity. What is the effect of the viscosity on the
observed resonances and fluid flow? In addition, hydraulic fracture dimensions and shapes are also likely to
influence fluid flow patterns, thus creating potentially complex interactions between crack excitation and
flow patterns.

One possible avenue to improve our understanding of what causes the various observed source-related
resonances is by studying their variations in amplitudes and quality factors. The quality factor Q associated
with each resonance, which quantifies the oscillations damping, could help discriminate between different
potential causes in some cases. Q factors have been used to determine the characteristics of magmatic and
hydrothermal fluids because of their high sensitivity to the fluid properties (e.g., density, sound velocity,
gas content, presence of solid particles… ), and the shape of the resonator [Nakano et al., 1998; Kumagai
and Chouet, 2000]. For example, an increase in fracture length can be counterbalanced by an increase in
fracture width, but the Q factor would be different. A thorough comparison between the different properties
of resonance frequencies (frequency, amplitude, and Q factors) will be treated in future studies.

5. Conclusion

Time-frequency analysis of continuous recordings can play a vital role in unraveling geomechanical effects
that happen during fluid injection. In particular, the occurrence of resonance frequencies with variations
proportional to the treatment curves contains significant pertinent information. Unfortunately, the presence
of a resonance peak in the time-frequency representations does not unambiguously reveal its cause. The
framework of separating potential resonances into source, receiver, and path effects greatly aids in under-
standing the significance of observed spectral peaks. Resonance frequencies can then be used to determine
the best fitting model to the observations.

In the first case study, observed resonances are likely due to pumping activities or pumping-fluid-wellbore
interactions. For the second case study, the stability of both the resonances and their polarization over the
two stages indicates that a localized source of stable dimensions/properties is generating the resonances.
Non-Darcian fluid flow models are then more likely owing to the instability of crack jerking due to forced
fluid injection. Our conclusions remain qualitative as no comprehensive study exists on the actual behav-
ior of fluid-filled fractures in the context of hydraulic fracturing. In particular, fluids involved in volcano
eruptions are very different from those involved in hydraulic fracturing treatments.

A time-frequency analysis complements examination of microseismic event locations and source mecha-
nisms. The microseismic cloud is used by operators to define the approximate area fractured by the fluid.
Hence, it represents the reservoir-scale deformation. Microseismic events represent microscale, brittle
deformation at the other end of the scale. Resonances could correspond to mesoscale deformation such
as interconnected parts of the fracture network. Regarding the energy balance (i.e., total input minus
microseismicity energies), these mesoscale deformation could account for a part of the “missing” energy.
Resonances are, however, unlikely to account for all the missing energy and may be accompanied by tensile
and slow deformation.

We advocate three steps when studying resonances recorded during hydraulic fracturing treatments, (1)
accurate determination of time-varying resonances using time-frequency transforms, (2) careful review of
possible causes of resonances in each particular cases, and (3) interpretation including general information
on the signal characteristics. Hopefully, additional studies of resonance frequencies in different contexts
will improve our knowledge of the underlying physical phenomena and our general understanding of
geomechanical deformations during fluid injection regardless of whether this is for hydraulic fracturing, CO2

sequestration, waste water disposal, or volcano seismology.
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Appendix A: Resonance Frequencies for Fractures With Flat Tips and Linear
Pinch-Out Model

The Krauklis wave is able to sustain the crack resonance, because almost all of its energy is reflected inside
the fracture. In addition, its amplitude decreases so rapidly from the sides of the crack that sensors have to
be put in close vicinity or inside the fracture to record the wave [Ferrazzini and Aki, 1987; Tang and Cheng,
1988]. The wavefield that is actually recorded during magma and fluid injection comes from the diffrac-
tion of the Krauklis wave at the tips of the cracks [Groenenboom and Fokkema, 1998; Groenenboom and Falk,
2000; Frehner and Schmalholz, 2010].

The viscosity of the fluid inside the crack does not have a significant effect on the phase velocity of Krauklis
waves when the crack is wide enough (“thick fracture regime” of Korneev [2008]), or for fluids with a low
viscosity such as water or oil [Chouet, 1986; Frehner and Schmalholz, 2010]. In this case, the low-frequency
asymptote of the phase velocity of Krauklis waves is given by [Korneev, 2008]

VK = 3

√
h𝜇f
𝜌f

(1 − 𝛾2) (A1)

where f is the frequency, h is the fracture width, 𝜇 is the shear modulus of the solid, 𝜌f is the density of the
fluid inside the crack, and 𝛾 is the ratio in elastic velocities of the solid (Vs∕Vp).

At low frequencies (5–100 Hz), wavelengths associated with the Krauklis wave are about few meters to few
tens of meters. Hence, openings due to other cracks (few millimeters) or the borehole (∼ 10 cm) are very
small compared to the Krauklis wave wavelength. We consider therefore that the entire system is adequately
represented as a closed fracture with rigid tips. The resonant condition in this case corresponds to

l = 𝜆k
k
2
, k = 1, 2, 3,… (A2)

where l is the fracture length, 𝜆k the wavelength of kth mode (𝜆k = 2𝜋VK

fk
). Using equations (A1) and (A2), the

resonance frequency for a fracture with flat tips is given by

fk =

√
h𝜇𝜋3k3

l3𝜌f
(1 − 𝛾2), k = 1, 2, 3,… . (A3)

Fracture tips usually pinch-out progressively rather than being flat [Rubin, 1995]. In this case, the phase
velocity of the Krauklis wave decreases toward the tip of the fracture [Frehner and Schmalholz, 2010], increas-
ing the travel time in the fracture. Assuming a linear decrease of the fracture thickness at the tip, a fracture
with length l reaching a maximum thickness h0 at the tip has a thickness at distance x given by h = h0

x
l
.

With T0 = l
VK

, the travel time for a uniform fracture, the phase velocity of the Krauklis wave in the pinch-out
fracture is

ṼK = 3

√
h𝜇f
𝜌f

(1 − 𝛾2) = VK
3

√
h

h0
= l

T0

3

√
x
l
, (A4)

and the corresponding travel time is

T = ∫
l

0

dx

ṼK

= T0

3
√

l
l ∫

l

0

dx
3
√

x
= T0 ∫

1

0

dx
3
√

x
= 3

2
T0. (A5)

Taking into account this increase in travel time, the resonance frequency given by equation (A3) becomes

f̃k =

√
8

27
h𝜇𝜋3k3

l3𝜌f
(1 − 𝛾2), k = 1, 2, 3,… . (A6)
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Tary, J. B., L. Géli, C. Guennou, P. Henry, N. Sultan, N. Çağatay, and V. Vidal (2012), Microevents produced by gas migration and

expulsion at the seabed: A study based on sea bottom recordings from the Sea of Marmara, Geophys. J. Int., 190(2), 993–1007,
doi:10.1111/j.1365-246X.2012.05533.x.

Tary, J. B., R. H. Herrera, and M. van der Baan (2014), Time-varying autoregressive model for spectral analysis of microseismic experiments
and long-period volcanic events, Geophys. J. Int., 196(1), 600–611, doi:10.1093/gji/ggt400.

Tary, J. B., and M. van der Baan (2012), Potential use of resonance frequencies in microseismic interpretation, Leading Edge, 31(11),
1338–1346, doi:10.1190/tle311113381.

Thomas, M. E., and J. Neuberg (2012), What makes a volcano tick—A first explanation of deep multiple seismic sources in ascending
magma, Geology, 40(4), 351–354, doi:10.1130/G32868.1.

Tubman, K. M., C. H. Chang, and M. N. Toksöz (1984), Synthetic full waveform acoustic logs in cased boreholes, Geophysics, 49(7),
1051–1059, doi:10.1190/1.1441720.

van der Baan, M., J. Wookey, and D. Smit (2007), Stratigraphic filtering and source penetration depth, Geophys. Prospect., 55(5), 679–684,
doi:10.1111/j.1365-2478.2007.00647.x.

van der Baan, M. (2001), Acoustic wave propagation in one-dimensional random media: The wave localization approach, Geophys. J. Int.,
145(3), 631–646, doi:10.1046/j.1365-246x.2001.01405.x.

van der Baan, M. (2009), The origin of SH-wave resonance frequencies in sedimentary layers, Geophys. J. Int., 178(3), 1587–1596,
doi:10.1111/j.1365-246X.2009.04245.x.

TARY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 1314

http://dx.doi.org/10.1002/2013JB010904
http://dx.doi.org/10.1190/1.2802174
http://dx.doi.org/10.1190/geo2011-0086.1
http://dx.doi.org/10.1029/2000JB900273
http://dx.doi.org/10.1111/j.1365-246X.2004.02239.x
http://webbook.nist.gov
http://dx.doi.org/10.1016/j.jvolgeores.2006.03.047
http://dx.doi.org/10.1002/jgrb.50205
http://dx.doi.org/10.1190/1.1441328
http://dx.doi.org/10.1190/1.1441329
http://dx.doi.org/10.1029/98JB00387
http://dx.doi.org/10.1016/j.jvolgeores.2005.08.008
http://dx.doi.org/10.1029/2010WR009681
http://dx.doi.org/10.1121/1.424635
http://dx.doi.org/10.2118/139622-PA
http://dx.doi.org/10.1146/annurev.ea.23.050195.001443
http://dx.doi.org/10.1144/SP307.4
http://dx.doi.org/10.1016/j.jvolgeores.2006.04.003
http://dx.doi.org/10.1080/00908318808908916
http://dx.doi.org/10.1029/GL015i013p01463
http://dx.doi.org/10.1111/j.1365-246X.2012.05533.x
http://dx.doi.org/10.1093/gji/ggt400
http://dx.doi.org/10.1190/tle311113381
http://dx.doi.org/10.1130/G32868.1
http://dx.doi.org/10.1190/1.1441720
http://dx.doi.org/10.1111/j.1365-2478.2007.00647.x
http://dx.doi.org/10.1046/j.1365-246x.2001.01405.x
http://dx.doi.org/10.1111/j.1365-246X.2009.04245.x


Journal of Geophysical Research: Solid Earth 10.1002/2013JB010904

van der Baan, M., D. Eaton, and M. Dusseault (2013), Microseismic monitoring developments in hydraulic fracture stimulation, in Effective
and Sustainable Hydraulic Fracturing, edited by R. Jeffrey et al., InTech, Rijeka, Croatia, 439–466, doi:10.5772/56444, (to appear in print).

Van Dyke, M. (1982), An Album of Fluid Motion, The Parabolic Press, Stanford, Calif.
Wright, G. N., M. E. McMechan, and D. E. G. Potter (1994), Structure and architecture of the Western Canada sedimentary basin, in

Geological Atlas of the Western Canada Sedimentary Basin, edited by G. D. Mossop and I. Shetsen, Canadian Society of Petroleum
Geologists and Alberta Research Council, Calgary. Accessed online at http://www.ags.gov.ab.ca/publications/wcsb_atlas/atlas.html on
April 3, 2013.

Yamamoto, M., and H. Kawakatsu (2008), An efficient method to compute the dynamic response of a fluid-filled crack, Geophys. J. Int.,
174(3), 1174–1186, doi:10.1111/j.1365-246X.2008.03871.x.

Zonneveld, J.-P., R. B. MacNaughton, J. Utting, T. W. Beatty, S. G. Pemberton, and C. M. Henderson (2010), Sedimentology and ichnology
of the Lower Triassic Montney Formation in the Pedigree-Ring/Border-Kahntah River area, northwestern Alberta and northeastern
British Columbia, Bull. Can. Petrol. Geol., 58(2), 115–140, doi:10.2113/gscpgbull.58.2.115.

TARY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 1315

http://dx.doi.org/10.1002/2013JB010904
http://dx.doi.org/10.5772/56444
http://www.ags.gov.ab.ca/publications/wcsb_atlas/atlas.html
http://dx.doi.org/10.1111/j.1365-246X.2008.03871.x
http://dx.doi.org/10.2113/gscpgbull.58.2.115

	Interpretation of resonance frequencies recorded during hydraulic fracturing treatments
	Abstract
	Introduction
	Causes of Resonance Frequencies
	Receiver Effects
	Path Effects
	Source Effects

	Observed Resonances
	Case Study 1
	Polarization Analysis
	Resonances: Most Likely Cause

	Case Study 2
	Polarization Analysis
	Resonances: Most Likely Cause


	Discussion and Implications for Hydraulic Fracturing Mechanisms
	Conclusion
	Appendix A:  Resonance Frequencies for Fractures With Flat Tips and Linear Pinch-Out Model
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


