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Abstract.

Three groups of resonances are observed during a two-stage hydraulic ex-

periment recorded by twelve 3-component geophones. The injected fluid is

composed of a slurry of mostly water and proppant, plus some supercriti-

cal nitrogen. Resonance characteristics are estimated using an autoregres-

sive model. Three resonance models are investigated: fluid-filled cracks, non-

laminar fluid flow and repetitive events in terms of anticipated resonance fre-

quencies, quality factors and amplitudes. The observed resonances are very

stable and positively correlated with either the slurry flow or the nitrogen

injection rate, which is in contradiction with the repetitive events and fluid-

filled crack models, respectively. Resonances obtained by numerical simula-

tions of an unstable jet agree with the main characteristics of most observed

resonances. Our observations suggest that variations in resonance frequen-

cies are mainly driven by variations in fluid flow, whereas quality factors are

more sensitive to the fluid composition through variations in nitrogen injec-

tion rate. This study also suggests that resonance frequencies and quality

factors can provide complementary information for real-time monitoring of

fluid injection into reservoirs, for hydraulic stimulations, geothermal oper-

ations, carbon capture and storage or fluid movement during volcano erup-

tions.
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1. Introduction

Fluid injection during hydraulic fracturing treatments generally produces numerous mi-

croseismic events, which are mainly caused by shear and tensile failure of the reservoir

rocks [Baig and Urbancic, 2010; van der Baan et al., 2013]. The non-double-couple com-

ponents in their focal mechanisms are often thought to be related to the presence of

pressurized fluids within the host rocks or reservoir [Foulger and Long , 1984; Song and

Toksöz , 2011; Guilhem et al., 2014]. Yet, reliable and confident interpretation of such focal

mechanisms in terms of actual reservoir deformation is often hindered by multiple sources

of uncertainties, which may introduce spurious non-double-couple components into the

moment tensor solutions, including limited azimuthal coverage, errors in picking, event

locations and/or velocity models [Godano et al., 2009; De Barros et al., 2013; Stierle et

al., 2014], or unaccounted for velocity anisotropy [Šilený and Milev , 2008].

On the other hand, other observations including the spectral characteristics of micro-

seismic events support the occurrence of tensile rupture, linked to the presence of fluids

[Foulger et al., 2004; Eaton et al., 2014]. In this paper, we show that a spectral analysis

of continuously recorded data, instead of relying on analysis of individual microseismic

events, can reveal much about the fluid-flow patterns during hydraulic fracturing experi-

ments. We will build on and extend the interpretational framework of Tary et al. [2014c]

for analyzing spectral resonances.

Microseismic events are generally weak with moment magnitudes ranging between −4

and −1 [King , 2012; van der Baan et al., 2013], signal frequencies up to several hun-

dreds Hz, and durations on the order of tenths of seconds [e.g., Warpinski , 2009; Eaton
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et al., 2014]. As a way to control the efficiency of hydraulic fracturing, energy budget

studies indicate that radiated seismic energy constitutes a negligible fraction of the in-

put injected energy [Boroumand and Eaton, 2012; Maxwell et al., 2009], which cannot be

accounted for by fluid leak-off or friction within the well and the reservoir. Apart from

near-instantaneous shear and tensile failure, other types of deformations must therefore

take place during forced fluid injection such as aseismic deformation or slow slip [Chorney

et al., 2012]. Seismic signals associated with these kinds of deformation are expected to

have long durations and emergent onsets, which make them difficult to detect by classi-

cal methods based on recognition of individual events via triggering and picking [Bame

and Fehler , 1986]. Reported observations of such longstanding phenomena during fluid

injection into reservoirs are therefore relatively rare [Bame and Fehler , 1986; Baria et al.,

1989; Ferrazzini et al., 1990; Das and Zoback , 2013a; Eaton et al., 2013; Tary et al., 2014c;

Caffagni and Eaton, 2014].

Various mechanisms are invoked to explain the generation of long-duration events, from

the resonance of fluid-filled cracks [Bame and Fehler , 1986; Baria et al., 1989; Ferrazzini

et al., 1990; Bohnhoff and Zoback , 2010] to a combination of high fluid pressure and fa-

vorable in-situ conditions [Das and Zoback , 2013b]. The low-frequency events described

by Das and Zoback [2013a], called long-period long-duration events, have a lower fre-

quency content than typical microseismic events (i.e., up to approximately 80 Hz) and

longer durations on the order of tens of seconds. Das and Zoback [2013b] suggest that

low-frequency events could even account for a substantial part of the missing energy in

very low-permeability reservoir stimulation. Borehole geophones typically employed for

microseismic monitoring have natural frequencies of 15 Hz, which is problematic for the
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identification of low-frequency events and tremors that are recorded both in tectonic set-

tings [Ide et al., 2007; Zhang et al., 2011] and at volcanoes [Chouet and Matoza, 2013]

which have upper frequencies around 5-10 Hz. Low-frequency events actually correspond

to the upper end of low-frequency phenomena including very-low-frequency and slow slip

events [Ide et al., 2007] which cannot be recorded by current borehole networks.

The resonances reported in the present study are characterized by stable and narrow-

band peaks, which would indicate the presence of a resonator or a semi-permanent

and non-destructive physical process. These resonances seem analogous to harmonic

tremors recorded at volcanoes [e.g., Hagerty et al., 2000] but at higher frequencies (∼15-

60 Hz). The interpretation of resonance peaks is however difficult as they can arise from

many causes on the receiver [Sun and McMehan, 1988; St-Onge and Eaton, 2011], path

[Bonnefoy-Claudet et al., 2006] and source sides [Correig and Vila, 1993; Chouet et al.,

1997]. Assuming that the resonances are introduced by source effects, three main mech-

anisms are generally proposed, namely resonance of fluid-filled cracks or conduits [Aki et

al., 1977; Chouet , 1996; Bohnhoff and Zoback , 2010], fluid-flow in conduits [Julian, 1994;

James et al., 2006; Rust et al., 2008; Chouet et al., 2010], and repetition of quasi-periodic

events [Lees et al., 2004; Pettitt et al., 2009; Dmitrieva et al., 2013].

Interpretations of source-generated resonances relying only on their peak frequency of-

ten lead to multiple interpretations as entirely different mechanisms can produce similar

resonance frequencies [e.g., Konstantinou and Schlindwein, 2002], and many parameters

have similar effects on frequency within a single underlying causative mechanism [Chouet ,

1986; Hellweg , 2000]. Two other characteristics of resonances, quality factors and ampli-

tudes, are often disregarded even though they can bring information about the resonator

c©2014 American Geophysical Union. All Rights Reserved.



system or the filling fluid [Kumagai and Chouet , 2000]. Quality factors (Q-factor) are

defined by the ratio central frequency f0 to frequency bandwidth ∆f at −3 dB, i.e.,

Q = f0/∆f [Selesnick , 2011]. Q-factors are a measure of resonance damping, e.g., a high

Q-factor corresponds to narrow spectral peak and a long-duration waveform (Figure 1).

We here extend the analysis of resonances recorded during a microseismic experiment

by Tary et al. [2014c], who show these are related to source effects at the perforation

locations or inside the reservoir (case study 2). Tary et al. [2014c] suggest two possible

models, fluid-filled cracks and non-laminar fluid-flow, as the physical cause of the main

resonances. We also investigate a third possibility, namely repetitive events [e.g., Lees et

al., 2004]. It is however difficult to distinguish between these models based on frequency

content alone. We show that the additional analysis of amplitudes and quality factors

may help distinguish between the potential models. In the following we describe how Q-

factors and amplitudes are obtained using an autoregressive (AR) model, and how they

are useful for the interpretation of resonances in this microseismic experiment.

2. Calculation of quality factors

Except for their peak frequency, resonances are also characterized by their decay rate

that is usually quantified by their quality factor Q [e.g., Aki , 1984]. Long-lasting reso-

nances have high Q-factors while short-lived resonances have low Q-factors. AR coeffi-

cients, as they define the poles of the frequency response of a resonator, can also be used

to obtain the Q-factors [Bellanger , 1981; Nakano et al., 1998; Lesage et al., 2002]. A

resonant peak is represented by an AR filter of order 2 following

yn = εn − a1yn−1 − a2yn−2, (1)
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where ak are the filter coefficients, yn a time series and εn is a white noise driving process.

The z -transform of the transfer function associated with this filter is given by

H (z) =
1

1 + a1z−1 + a2z−2
. (2)

Expression 2 has two conjugate poles P and P̄ when the discriminant of the characteristic

function is negative [Bellanger , 1981] given by

P = −a1
2

+ j
1

2

√
4a2 − a21 = re−jθ (3)

where r and θ are the modulus and argument of P , respectively, P̄ is the complex conjugate

of P , and j =
√
−1.

In addition, a characteristic frequency f0 exists if cos θ < (2r)/(1 + r2) corresponding to

the resonance frequency of the system. In this case, and for poles close to the unit circle

(r ≈ 1), the resonance frequency f0 and quality factor Q can be found with [Bellanger ,

1981; Lesage et al., 2002]

f0 ≈
θ

2π∆t
,

Q ≈ θ

2 (1− r) , (4)

which is equivalent to Q = f0/∆f [Bellanger , 1981], and where ∆t is the sampling interval.

For AR processes with orders higher than 2, we apply eqs. 1-3 for each conjugate pair of

AR poles to obtain the corresponding resonance frequencies and Q-factors with eq. 4.

Complex frequencies are defined as f − jg, where f is the frequency and g is the growth

rate given by g = −f/2Q. The clustering of AR poles in growth rate-frequency plots
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also indicates if the AR order is suitable for the representation of the investigated part of

the signal. Scattered points are associated with incoherent noise [Kumagai and Chouet ,

2000].

We here estimate the AR coefficients using the Yule-Walker method [e.g., Kay and

Marple, 1981; Monson, 1996], then calculate the resonance frequencies and quality factors

from eq. 4 for a range of AR orders around the optimum value. We finally compute their

mean and standard deviation to provide the final values of f0 and Q and estimate the

uncertainty on these measures. No Q-factors are shown when the resonance amplitude

is too low to obtain reliable measurements. Amplitudes are estimated by taking the

maximum amplitude in a narrow frequency band around the resonance frequency.

3. Application to a microseismic experiment

3.1. Experimental setup

The microseismic experiment is a 2-stage hydraulic stimulation targeting a tight-gas

reservoir in the Cardium formation in western Canada (case history 2 in Tary et al.

[2014c]). These stages were monitored by 12 geophones deployed in a vertical well located

approximately 400 m from the injection (Figure 2). The fluid injection is taking place

at the same depth as the receivers. The sensors are 15 Hz-geophones and the data are

sampled at 4000 Hz.

The injected fluid constitutes mainly of a slurry of water, proppant, surfactant and

chemical additives, and an energizer which is nitrogen (N2) in our case. At the top of the

well, the nitrogen is in the gaseous state and the proportions in volume are about 98% N2

- 2% slurry, while downhole the nitrogen is in a supercritical state and the proportions

are about 17% N2 - 83% slurry. Downhole, the fluid-phase of the mixture slurry-N2
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has a viscosity between 0.025 and 0.15 Pa.s [Ribeiro and Sharma, 2012] and a density

around 738 kg/m3. The average flow rates of the slurry on the surface are around 4

and 3.7 m3/min for the first and second stage, respectively, and about 5.3 and 5 m3/min

downhole.

3.2. Observations

For both stages, a total of 190 microseismic events were detected and around one hun-

dred of them were located. These events have magnitudes ranging from −4 to −3 and

have frequencies mainly between 150 and 600 Hz. They define a SW-NE microseismic

cloud including the injection well (Figure 2). Further information on this experiment and

the geologic background of the area are given by Tary et al. [2014c].

3.2.1. Peak frequencies

The time-frequency analysis of both stages using the AR method of Tary et al. [2014b]

is presented in Figure 3 together with the treatment curves. These time-frequency repre-

sentations are very similar to those obtained using the short-time Fourier transform [Tary

et al., 2014c]. We determine the AR order based on spectral comparisons between AR

and Fourier spectra [Tary et al., 2014b] and the Akaike information criteria [Priestley ,

1994]. The optimum AR order obtained for both stages is 100.

During the first stage, there are two main groups of resonances with frequencies at 17 Hz

and 27 Hz (Figure 3). These two sets of resonances have harmonics at 35 and 51 Hz, and at

17-20, 32-36 and 50-53 Hz, respectively. These two groups of resonances are also observed

during the second stage, together with a third group with a main frequency at 29 Hz, and

one overtone at 58 Hz. The resonance at 60 Hz, present during both stages, corresponds

to the electric current. The resonance family at 27 Hz and 29 Hz are positively correlated
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with the slurry flow and the nitrogen injection rate, respectively. The resonance group at

17 Hz shows a more complex pattern, but seems more correlated to the nitrogen injection

rate than the slurry flow.

For both stages, a time shift between the treatment curves and the time-frequency

content is applied, +323 and +227 s for stage 1 and 2, respectively. This time shift may

correspond to the time necessary for the fluid to reach the reservoir. The time to fill-up

the well can be estimated using an average fluid flow and the volume of the well. The well

has a volume of approximately 18.7 m3 and with an average fluid flow of 4 and 3.7 m3/min

for the first and second stage, respectively, estimated time delays are 281 and 303 s. The

observed delays are similar to this first-order estimation. Non-linear fluid flow or stress

transfer between the injection front and the bottom of the well might explain the small

discrepancy, as well as the presence of fluids inside the well prior to the injection or timing

errors between the different clocks on the field, which are rarely GPS-synched.

3.2.2. Quality factors

As we are dealing with continuous data and not individual events, we are measuring

peak frequencies, amplitude and Q-factors on successive, non-overlapping data segments.

The Q-factor calculation depends on the number of AR coefficients and the size of the

data window. We use a sliding window of 12.8 s, which is long-enough to include at least

hundreds of cycles of the resonance with the lowest frequency (17 Hz). The AR order

should be high enough to account for all spectral peaks because close-by spectral lines

accounted for by a single AR pole will have artificially wide peaks and therefore lower

Q-factors.

c©2014 American Geophysical Union. All Rights Reserved.



Quality factors are calculated from the AR poles computed for each data window using

all selected AR orders (optimum AR order +/- 10 AR orders: 90-110). Final Q-factors

corresponding to the main resonances are estimated by averaging the Q-factors obtained

using the different AR orders. An example of a growth rate vs frequency plot is given in

Figure 4 to show the clustering of AR poles. Their strong clustering for all resonances

indicates that these AR orders are suitable for the calculation of the quality factors. A

sketch of the frequencies, amplitude and quality factors corresponding to the three main

resonance groups recorded by the deepest geophone are presented in Figures 5 and 6.

In general, the resonance characteristics estimated for other geophones that recorded the

resonances with enough amplitude show similar trends but with lower values.

The estimated Q-factors show a large variability with variances generally proportional

to the estimated values. Variances also reflect lower signal-to-noise ratios for some res-

onances. For the first stage (Figure 5), the resonance at 51 Hz shows Q-factors mainly

between approximately 400 and 700, which is higher than the other resonances with Q-

factors mainly ranging between 40 and 300. Both overtones at 35 and 51 Hz display

polarization azimuths similar to those of the background noise, possibly indicating noise

contamination at these frequencies [Tary et al., 2014c]. The large Q-values might then be

partly arising from signal contamination as well as complex pattern in resonance frequen-

cies (double-peaks).

3.2.3. Correlations between resonance characteristics and treatment curves

Interestingly, Q-factors suddenly increase between 1200 and 1400 s for the resonances

at 17 and 51 Hz. Q-factors of the 17 Hz resonance are around 60 at the beginning of

the fluid injection, shifting down to ∼80 after the sudden increase. Compared to the
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beginning of the stage, two small increases in Q-factors occur at around 1400 and 2150 s,

both correlated to the slurry flow and the nitrogen injection rate. At the same time of

the second Q-factor increase, the amplitude starts dropping progressively. This resonance

almost disappears at around 2700 s, which corresponds to a decrease in nitrogen injection

rate and an increase in slurry flow. In the case of the resonance at 35 Hz, the increase

from 55 to 130 at 800 s is correlated with an increase in slurry flow and nitrogen rate.

The progressive Q-factor increase up to around 330 corresponds to a decrease in resonance

amplitude and a complex frequency pattern (Figure 3). Complex patterns in resonance

frequencies seem to favor higher quality factors, as shown also by the Q-factors of the

resonance at 51 Hz. Q-factors for the resonance at ∼27 Hz are generally lower, ranging

from 40 to 80. The step increase to 80 at 2100 s coincides with an increase in slurry flow

and nitrogen injection rate, whereas the decrease at 2700 s is positively correlated with a

decrease in nitrogen rate and anticorrelated with the slurry flow.

The resonance frequencies of the first group (17, 35 and 51 Hz) remain almost constant

during the second stage (Figure 6), unlike corresponding Q-factors which show a large

variability. For the first ∼1500 s, Q-factors remain constant around 120 for the resonance

at 51 Hz. Q-factors are progressively increasing from 50 to 120 and from 140 to 230 for

the resonances at 29 and 35 Hz, respectively. Then, Q-factors increase for all resonances

between 1900 and 2200 s, followed by a period with lower Q-values (2200-2550 s). Ex-

cept for the resonance at 35 Hz, Q-factors are then rising again to ∼250-650 and slowly

decrease toward the end of the fluid injection. These changes in Q-factors seem to be

correlated to changes in the nitrogen injection rate. The sudden increase in Q-factors at

the end of the stage (4250-4450 s) for the resonances at 35 and 51 Hz could arise from

c©2014 American Geophysical Union. All Rights Reserved.



their complex pattern (Figure 3). In addition, for both stages, variations in Q-factor are

generally positively correlated with variations in resonance amplitude. On the other hand,

resonance characteristics seem unaffected by fluid pressure and proppant concentration.

No Q-factors are calculated for the resonance at 16 Hz, which is following the slurry flow

variations like the resonance at 27 Hz during the first stage, due to its low amplitude.

3.3. Interpretation

Causes of resonances recorded during hydraulic fracturing treatments can come from

receiver, path or source effects. All these must be investigated prior to the resonances

interpretation. For the present microseismic experiment, Tary et al. [2014c] study the

potential causes of the observed resonances and conclude that source effects are the most

likely cause. Measured Q-factors are also a superposition of the influences of path effects

and source effects [Eaton et al., 2014]. In the following we assume that changes in the

resonance Q-factors reflect purely variations in their source-side causes as path effects do

not correlate with treatment parameters. We further simplify our analysis by neglecting

wave scattering effects, even though these could be important due to the complex geologic

structure of the area [Hart et al., 2007]. These assumptions could lead to an overestima-

tion of the attenuation due to the source [Jousset et al., 2004]. We then interpret the

resonance characteristics considering the three postulated models for source resonances,

after reviewing their effects on peak frequency, quality factor and amplitude.

3.3.1. Fluid-filled crack model

Resonance in fluid-filled cracks is due to the multiple reflections of a slow wave trapped

inside the crack [Chouet , 1986]. This slow wave, also called Krauklis wave [Korneev ,

2011], is a dispersive wave propagating along the crack walls. Its amplitudes vanish
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exponentially from the crack walls [Ferrazzini et al., 1990]. The wavefield recorded by

the sensors corresponds to the Krauklis wave diffraction at the crack tips [Frehner and

Schmalholz , 2010].

The frequency response of fluid-filled cracks depends on the crack geometry (shape,

dimensions), the excitation impulse, and the rock and fluid properties [Aki et al., 1977;

Chouet , 1986]. Using the analytical derivation of the phase velocity of Krauklis waves of

Korneev [2008] for an infinite layer embedded in an elastic solid, and considering a crack

with closed, flat tips, the resonance frequency of the fluid-filled crack is given by [Korneev ,

2008; Tary et al., 2014c]

f0,k =

√
hµπ3k3

l3ρ
(1− γ2), k = 1, 2, 3, . . . , (5)

where f0,k is the resonance frequency f0 for mode k, µ is the shear modulus of the sur-

rounding solid, ρ is the fluid density, γ is the ratio of S- to P-wave velocities of the solid

(Vs/Vp), and h and l are the crack thickness and length, respectively. Eq. 5 corresponds

to the “thick fracture” regime where the viscosity is neglected for cracks that are wide

enough or for fluids with a low viscosity such as oil or water [Korneev , 2008; Frehner and

Schmalholz , 2010].

Resonant frequency is then mainly dependent on the size and shape of the resonator and

macro-properties of the fluid (density, viscosity, pressure) [Chouet , 1986; Korneev , 2008;

Frehner and Schmalholz , 2010]. Aki [1984] and Kumagai and Chouet [2000] show that

while Q-factors depend on the resonator geometry as well, they also respond to multi-

phase contents (gas, solid particles), to the impedance contrast between the cavity and

the surrounding rocks, and to thermal and viscous attenuation.
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Quality factors calculated for fluid-filled crack models are decomposed in radiation losses

Qr and intrinsic losses Qi as [Aki , 1984]

Q−1 = Q−1
r +Q−1

i . (6)

Radiation losses depend primarily on the acoustic impedance contrast between the fluid

inside the crack and the rock [Aki , 1984; Kumagai and Chouet , 2000] and the geometry

of the resonator. Qr increases as the impedance increases and decreases as the ratio l/h

increases. Intrinsic losses are mainly affected by the fluid content, such as the gas and

solid particle contents [Kumagai and Chouet , 2000]. Qi quickly decreases with increasing

gas content until stabilization for gas content superior to 2 %, but it also depends on the

bubble radius. Qi also decreases with increasing number of solid particles, but it depends

on the particle size as well. Qi also includes thermal and viscous attenuation.

The relatively high Q-factors measured for some of the observed resonances could result

from the presence of the supercritical nitrogen in the injected fluid. Q-factors are indeed

very sensitive to the gas content of the resonator while the resonance frequencies are not

[Kumagai and Chouet , 2000]. Large values for the Q-factor are thus generally associated

with the presence of a gas phase.

If no Q-factor variations are observed, it could mean that the fluid properties and the

dimensions of the fluid-filled fracture are stable or that an increase in length is compen-

sated by an increase in thickness. When Q-factors are suddenly increasing (at 1000 s in

the first stage or at 1950 s in the second stage), resonances are either slightly increasing or

constant. In the case of the first stage, the nitrogen injection rate is also constant, which

suggests that if additional gas is suddenly flowing inside the fracture it should come from
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the reservoir. For the second stage, the sudden variations in Q-factors seem to be related

to the nitrogen injection rate. When Q-factors are steadily decreasing (between 3000 and

4200 s in the second stage), it could indicate that some gas is progressively removed from

the fluid-filled fracture. Very high Q-values generally correspond to spectral peaks with

high amplitudes (at 1200 s in the first stage or at 1950 s in the second stage). This

could result from an increase of the resonance amplitude by an increase of the impedance

contrast between the fluid and the solid due to the gas.

While the fluid-filled crack model is consistent with some of the observations, such as

the positive correlation between nitrogen injection rate increase (fluid density decrease)

and resonance frequency increase (see eq. 5), resonance frequencies are also expected to

decrease due to fracture expansion over time following the increases in slurry flow. For

instance, the opposite is observed for the resonances at 27 and 16 Hz during the first and

second stages, respectively, which shift toward higher frequencies every time the slurry

flow increases. In the meantime, the corresponding Q-factors remain low (25-40) indicat-

ing that the fluid properties stay similar, or that its cause is not very sensitive to fluid

properties. Alternatively, the resonances could be developing within pre-existing fracture

networks that are essentially static during the treatment. Fluid flow models such as fluid

flow in constricted conduits [Julian, 1994; Rust et al., 2008] or fluid-flow instabilities [Hell-

weg , 2000; Rust et al., 2008] could then explain some features of the observed resonances.

In the following section, we describe how resonances could be generated by flow-induced

vortices arising from Orr-Sommerfeld instabilities.
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3.3.2. Fluid-flow model: Orr-Sommerfeld instabilities

When high-pressure fluids are injected into a fracture, the resulting jet may become

unstable, breaking into vortices. The period of these vortices could be responsible for

the observed low-frequency resonances. The large diversity of flow-induced vibrations

are characterized by different frequency responses. Turbulent flow is associated with

broadband excitation due to the different eddy sizes present in this type of flow [Naudasher

and Rockwell , 1994]. Fluid flows impinging on an obstacle typically have a broadband

frequency content as well, while the observed resonance frequencies have narrow-band

spectral peaks. Even though various experimental settings are possible, we here consider

a simple configuration where the fluid is flowing from the borehole into the reservoir

through a circular perforation. The resulting fluid-flow instabilities are good candidates

to explain our observations as they generate narrow-band resonance frequencies.

The onset of instability and frequency of vortices depends upon the flow speed through

the orifice, the size of the orifice and the viscosity of the fluid. Although the equations

used to predict the stability of a viscous jet flow were formulated by Orr and Sommerfeld

over a century ago, only recently have sophisticated numerical methods been developed

to solve them [e.g., Drazin and Reid , 1981]. Using these methods, we propose to assess

the stability of the jet and to determine whether the observed resonances result from the

growth and evolution vortices from an unstable jet.

Three methods will be employed. A so-called “shooting method” will integrate the

equations assessing the stability of high velocity jets [Sutherland and Peltier , 1992]. For

lower velocity jets, a so-called “Galerkin method” will decompose the stability equations

into an algebraic matrix problem that incorporates the effects of viscosity and diffusivity
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of the fluid [Sutherland and Peltier , 1994]. Finally, using a code that solves the fully

nonlinear Navier Stokes equations, numerical simulations will be performed to examine

the fully nonlinear evolution of the instability [Sutherland , 2006].

An example of the model output is shown in Fig. 7. The simulation was initialized

with a jet having maximum speed U = 200 m/s and half-width L = 0.005 m, consistent

with a 1 m3/min flow through a 0.01 m diameter perforation. These parameters should

correspond approximately to the conditions at the beginning of the injection, when the

resonances appear. Assuming the fluid has molecular viscosity of µm = 0.1 Pa.s and

density ρ = 740 kg/m3, the Reynolds number of this flow is Re = 7400. The Orr-

Sommerfeld equations describing instabilities of this jet are solved using a Galerkin method

and this structure is superimposed on the jet, allowing for 2 wavelengths of the instability

to span the (horizontally periodic) domain. The Navier Stokes equations are then solved

iteratively in time allowing the instability to grow (Fig. 7a) until the jet breaks into pairs

of opposite signed vortices (Fig. 7b) and the same-signed vortices then merge (Fig. 7c).

The instability itself has a well-defined frequency associated with it. This can be com-

puted by the linear stability analysis and it can be observed and measured in the numerical

simulations. Given the high flow speed and small width of the jet simulation shown in

Fig. 7, the frequency of the instability is orders of magnitude larger than 17 Hz. An

order of magnitude of the expected frequency can be obtained using ω0 ∼ 0.4U/L, with

ω0 = 2πf0, resulting in a frequency of ∼ 2550 Hz in our case.

The stability analysis is well-suited to exploring sensitivity to initial conditions. As-

suming a circular opening, the equations for the Reynolds number and the resonance
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frequency can be re-written to emphasize their dependence on the opening half-width L

as

Re =
ρUL

µm
=

ρQf

µmπL
,

f0 =
0.4U

2πL
=

0.4Qf

2π2L3
, (7)

where Qf is the fluid flow in m3/s. However, oil companies often use a cluster of a few

perforations instead of a single one in order to increase the fluid flow inside the reservoir.

The jets coming from the different perforations will eventually merge in a single one with

an effective size corresponding to the sum of the individual perforations. For an opening

radius of 0.025 m corresponding to five perforations instead of 0.005 m for one perforation,

the frequency predicted by this model is around 20 Hz, which is in the same range as the

observed resonances.

The size of the eddies involved in the jet depends also on the size of the opening. The

wavenumber is given by k0 ∼ 0.9/L, and the wavelength, corresponding approximately

to the distance inter-eddies, by λ0 = 2πL/0.9. The eddies radius corresponds to about a

quarter of wavelength, which is around 0.04 m for an opening half-width of 0.025 m.

For this model, we anticipate the quality factors to reflect the pressure variations at the

fluid-solid interface, controlled by the impedance contrast, and the life-time of the eddies.

Eddy destruction is a complex process caused by any flow disturbances that promote

turbulent flow. Irregularities can be due to multiple factors such as viscosity, conditions

at the opening, 3-D turbulence effects, or irregular surfaces. Quality factors will then

be influenced by the system geometry as well as the fluid composition. The fact that
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numerous factors affect the timescale for the existence of eddies could also explain the

relative instability of measured quality factors as shown in Figures 5 and 6.

3.3.3. Repetitive events

Resonances can be introduced by periodic, repetitive events similarly to a finite Dirac

comb [Lees et al., 2004; Hotovec et al., 2013]. The time series, containing N events spaced

by a time interval τ , create spectral peaks at

f0,k = k/τ, k = 1, 2, 3, . . . , (8)

convolved with a sinc function due to the finite length of the data [e.g., Smylie, 2013]

and the event spectra [Dmitrieva et al., 2013]. The width of the spectral peaks is then

affected by the duration of the individual repetitive events (∼ Nτ). Irregularities in the

periodic repetition of these events may also widen the spectral lines as well as disturb their

shape in time-frequency representations, or even make them disappear for small irregular

perturbations in event timing in the order of 15-20 % [Lees et al., 2004].

Interpretations in terms of quality factors are then difficult for this model, as their

cause may be a combination of waveform attenuation, period irregularities and spectral

smearing. The amplitude of the spectral peaks depends on the number of events and their

amplitudes.

For the following calculation we consider a longitudinal fracture propagation charac-

terized by successive ruptures on a single plane. Using an average fracture propagation

speed, the events frequency f0,1, and an average event radius re, a moment magnitude can

be estimated. For example, using a low fracture propagation speed of 0.1 m/s [Detournay

and Garagash, 2003] consistent with the length of the long axis of the microseismic cloud,
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an event frequency of 17 events/s, and assuming a 1-D fracture propagation by one event

radii at a time, the individual events have a radii of about 0.006 m. The seismic moment

Mo for a rupture on a circular crack is

Mo = µSD = µπr2eh, (9)

where S is the crack surface area, D the average coseismic displacement corresponding

to the opening h for a tensile rupture. Considering a fracture opening of 0.0001 m for a

0.012 m-long fracture [Vermilye and Scholz , 1995] and a shear modulus of 17.4 GPa [Tary

et al., 2014c], the seismic moment is approximately 200 N.m. The corresponding moment

magnitude [Lee and Stewart , 1981], given by

Mw =
2

3
log10 (Mo)− 6, (10)

is Mw ∼ −4.5. During the first stage, the resonance at 17 Hz lasts for approximately

42 min. Adding the seismic moments of 17 events/s for this period would correspond to

a cumulative magnitude of around −1.4.

Repetitive events could be of different origins. They could be directly linked to the fluid

movements within the reservoir, e.g., to the intermittent opening and closing of fractures

[Foulger and Long , 1984; Eaton et al., 2014], choked flow [Lees et al., 2004] or periodic

turbulent slugs [Hellweg , 2000]. On the other hand, multiplets are repetitive events with

sufficiently high waveform correlation to allow for analysis including double-difference

event locations [Got et al., 1994; Castellanos and van der Baan, 2013]. Multiplet groups

include both seismic repeaters [e.g., Chen et al., 2013] and successive events whose physical

separation is much less than the seismic wave path length and whose focal mechanisms are
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very similar. Such successive events might include a progressive rupture sequence along

a fault or fracture. For the same area to rupture consecutively in short time intervals, it

means that this patch is being cyclically re-stressed locally by another process, such as

aseismic slip [Bouchon et al., 2011], tectonic or coseismic stresses [Nadeau et al., 1995], or

over-pressurized fluids [Daniel et al., 2011].

Geologic evidence exists for successive ruptures by a characteristic event on the same

fracture plane, such as the plume-like features shown in Davis et al. [2011] and Bahat and

Engelder [1984]. Sequences of impulsive events in volcanoes seem to last between one to

several minutes [Lees et al., 2004; Hotovec et al., 2013], whereas the observed resonances

have stable frequencies for durations of a few tens of minutes. The high sensitivity to

period irregularities of spectral lines and the unstable character of fracture propagation

seem contradictory. However, flow-related impulsive events are still possible if the flow

conditions remain the same.

4. Discussion

In this paper, we use a time-varying autoregressive method applying an AR model

on successive, overlapping windows, to obtain the time-frequency representation of the

continuous recordings [Tary et al., 2014b]. Other time-frequency transforms such as the

short-time Fourier, continuous wavelet and S transforms also show the existence of the

resonance frequencies [Tary and van der Baan, 2012]. No attempt was made to obtain

independent estimates of the Q-factor using these alternative transforms, although a first

look did reveal variations in the frequency spread of the resonances with time, indicating

temporal variations in attenuation factors. Different time-frequency transforms emphasize

different features in data [Tary et al., 2014a]. The consistent presence of the resonance
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frequencies independent of the applied time-frequency transform thus provides confidence

in their existence.

AR methods provide an efficient way to both analyze the time-varying variations of

resonances using time-frequency representations and measure their damping through their

Q-factors. However, Q-factor estimation depends critically on the AR order and to a lesser

extent on the window size of the signal. Uncertainties associated with this measure are

then a very important item to take into account prior to any interpretation.

Quality factors associated with each resonance could help discriminating between dif-

ferent potential causes in some cases. Q-factors have been used to determine the char-

acteristics of magmatic and hydrothermal fluids because of their high sensitivity to the

fluid properties (e.g., density, sound velocity, gas content, presence of solid particles) as

well as the shape of the resonator [Nakano et al., 1998; Kumagai and Chouet , 2000]. For

example, an increase in fracture length can be counterbalanced by an increase in fracture

width, but the Q-factor would be different.

Contrary to single measurements performed on long-period events in volcano seismology

[Nakano et al., 1998; Kumagai et al., 2002; Lesage et al., 2002], we here measure quality

factors for continuous resonances providing multiple measurements for the same spectral

peak over time. The resulting curves show that, like frequency or amplitude estimates,

Q-factors are time-dependent. They display both rapid oscillations (i.e., at the time scale

of a few window sizes) and long-duration variations over time. One question is to know

whether these variations reflect changes in the physical system or if they are due to the

measurement method.
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Rapid oscillations may be partly due to measurement instabilities as the parameters

estimation for the AR process (i.e., AR order, window size) is performed for the complete

time series and not locally. Uncertainties could also arise from data contamination by

coherent noise or transient events in the frequency band of interest. On the other hand,

large variations are systematically associated with variations in resonance amplitudes and

frequency, as well as changes in treatment conditions. Therefore, they are likely linked to

physical changes occurring during the fluid injection.

The potential generation of the observed resonances by the pumping equipment is ex-

plored by Tary et al. [2014c]. This explanation is unlikely owing to 1) the observation of

the highest resonance frequencies amplitudes on the two deepest geophones; 2) the upward

move-out of some individual wavepackets and the first appearance of the resonance on the

deepest sensors; 3) the long time delay between the beginning of the injection operations

and the onset of the resonances compared to direct wave propagation and resulting travel-

times between the geophones and the well-head; 4) polarization measurements pointing

to the perforations’ location and incidence angles that are nearly horizontal or pointing

downwards.

The fluid-flow model developed here can explain the observed narrow-band spectral

peaks. We use a conservative approach by examining the numerical simulations for a

simple model, i.e., the fluid flow of an homogeneous fluid through a circular perforation.

Other fluid-flow models could also be appropriate but they require more specific config-

urations, such as vortex shedding which requires the presence of an obstacle in the flow

[Naudasher and Rockwell , 1994; Hellweg , 2000]. On the other hand, pressure variations
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due to fluid flow instabilities could simply provide the excitation mechanism for another

resonator, such as a fluid-filled crack.

In brief, during both stages, resonance frequencies are either correlated to variations

in slurry flow (27 and 16 Hz plus harmonics) or the nitrogen injection rate (17 Hz and

29 Hz plus harmonics). On the other hand, quality factors seem more correlated with

variations in nitrogen injection rate whatever the resonance. For instance, the resonance

frequency at 27 Hz is clearly following slurry flow variations whereas their quality factors

are correlated with the nitrogen rate. In this case, we propose that the presence of this

resonance frequency could be explained by fluid flow instabilities while quality factors

would respond predominantly to changes in fluid composition. In addition, most fluid-flow

models show a positive correlation between fluid-flow velocity and resonance frequency

[Hellweg , 2000; Rust et al., 2008], as observed.

Noticeably, the disappearance of the resonance at 17 Hz during the first stage is corre-

lated both to a decrease in nitrogen injection rate and an increase in slurry flow. The high

Reynolds number associated with the fluid-flow in this microseismic experiment implies

that even moderate viscosity and density variations have limited impacts on the resonance

frequencies. The small decrease in supercritical nitrogen injection rate (−8 %) seems then

insufficient to explain the disappearance of this resonance, even though properties of su-

percritical fluids can undergo large variations in response to relatively small perturbations

[Carlès , 2010].

Considering a fluid-filled crack model, it would require either the collapse of the res-

onating fracture or, assuming a highly damped resonator, a sudden halt of the trigger

mechanism inside the fracture. A fracture collapse is very unlikely due to the increase
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in slurry flow. A sudden stop of the sustaining mechanism is a plausible explanation

for fluid-flow models [Rust et al., 2008] but also for resonances excited in a fluid-filled

crack, although the high Q-factors observed would indicate a lightly-damped resonator.

A change in fluid-flow regime to turbulent flow for example, could extinguish the reso-

nance frequencies. Resonance characteristics are also strongly affected by perforations

and fractures geometry.

Important question remains, such as what are the effects of proppant concentration or

multi-phase supercritical fluids (i.e., solid particles, bubbles, non-Newtonian behavior) on

resonances and quality factors? Why one resonance frequency is correlated to the slurry

flow and another to the nitrogen injection rate while their quality factors are correlated

to the nitrogen injection rate? This could indicate that quality factors indeed reflect

the fluid composition and that different fluid-flow instabilities generate the two groups of

resonances.

At volcanoes, long-period signals and harmonic tremors have frequencies in the range

0.5-10 Hz [Chouet , 1996], which is slightly lower than our observations. Fluid flow ve-

locities are however one to two orders of magnitude smaller in volcanoes compared to

hydraulic fracturing treatments. To obtain high Reynolds numbers necessary for the de-

velopment of Orr-Sommerfeld instabilities in the frequency range of volcanic tremors and

long-period events, it would require large conduits and/or low-viscosity fluids such as very

low-viscosity magma or gas [Hellweg , 2000]. The most plausible scenario occurs if some

fluid-filled cavities in the upper part of the volcano (e.g., in the damage zone surround-

ing the conduit or in blocked portions of the upper conduit) are suddenly heated up by

magma, generating steam or overpressured fluids, which then bursts out of the cavity
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through thin fractures. The large overpressure cause high flow velocities and could pro-

duce jet instabilities. Alternatively, edices and vortices could be created by interaction of

flowing magma fluids with kinks and undulations in the volcano conduit, possibly causing

low-frequency resonances [Benson et al., 2008].

In order to explain high Q-factors in the order of several hundred, fluid-filled crack

models would require a complex combination of several parameters (e.g., presence of gas,

small bubbles or particles sizes) [Kumagai and Chouet , 2000]. These conditions could be

met during hydraulic experiments using proppant, foam or energized fluids, even though

the behavior of supercritical fluids in this case remains speculative. On the other hand,

Q-factors of resonances due to Orr-Sommerfeld instabilities are mainly linked to their

excitation i.e., the repetition of vortices of similar size. This model provides then an

intuitive explanation for long-lasting resonances and high Q-factors. By adjusting fluid

velocity U and fracture half-width L, the jet instabilities model may therefore also be

able to reproduce the main resonance characteristics of low-frequency, harmonic signals

occurring at volcanoes. This may also indicates that fluid dynamics, and the interaction

between magma, the conduit and possibly the damage zone surrounding the conduit, may

have a larger influence on the creation of low-frequency tremors [Julian, 1994; Benson et

al., 2008] than previously postulated.

5. Conclusion

Resonance frequencies, as well as their amplitudes and quality factors, are estimated for

two stages of a hydraulic experiment using an AR model. We observe three main groups of

resonances displaying very stable characteristics mainly correlated with the slurry flow and

the nitrogen injection rate. The high correlation between slurry flow, nitrogen injection
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rate, resonance frequency and quality factors suggests that fluid flow models are more

likely to explain the generation of most of the observed resonances. Depending on the

group of resonances, different fluid flow models could be at play. With the exception of

the group of resonances at 17 Hz mostly unaffected by pumping rates, suggesting that

the resonance of a fluid-filled crack of stable properties could potentially explain this set

of resonances.

Resonance frequencies seem driven by variations in fluid flow velocities while quality

factors seem primarily connected to the fluid composition through the proportion in super-

critical nitrogen. Although the present analysis is semi-quantitative, it shows promising

results concerning the use of quality factors for real-time monitoring of the fluid state

during hydraulic stimulation for fracturing, geothermal operations, and carbon capture

and storage.
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Figure 1. Illustration of the definition of quality factors Q, peak frequency f0, frequency

bandwidth ∆f and amplitude in the Fourier spectra (right) of two waveforms (left).
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Figure 2. Experimental setup of the microseismic experiment. The two perforation shots are
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to the microseismic cloud showing the locations of the microseismic events recorded during both

hydraulic fracturing stages.
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Figure 3. Surface treatment curves and AR time-frequency representation of the two stages

of the microseismic experiment (geophone 12, vertical component). The data are downsampled

from 4000 Hz to 160 Hz prior to the time-frequency analysis. Hot colors correspond to high

amplitudes. A window of 5 s with 90 % overlap, with a filter order of 100 for both stages are

used to compute the short-time autoregressive response [Tary et al., 2014b]. Numbers on time-

frequency representations indicate the different groups of resonances: main resonance at [1] 17 Hz

with overtones at +17 Hz, [2] 27 Hz and 16 Hz with harmonics at +8 Hz, [3] 29 Hz with overtones

at +29 Hz (See also Figures 5 and 6). Treatments plots have linear scales and the curves are

scaled to fit in the same graph (gray line = surface pressure, black line = slurry flow, blue line

= injection rate of nitrogen, and dashed line = proppant concentration). Time shifts are applied

to the treatment curves to align them on the time-frequency representations, +323 and +227 s

for the first and second stage, respectively.
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Figure 4. Fourier and AR spectra (top) for two segment of signals, one during the first stage

(left) and one during the second stage (right), as well as growth rates (g = −f/2Q) estimated

from the AR poles as a function of frequency (bottom). The AR spectra are calculated using

the optimum AR order p of 100, and the AR poles for Q-factor estimation are computed for AR

orders between 90 and 110. On the growth rate vs frequency plot, the color code of the dots

indicates the AR order and dashed lines with numbers are lines of constant Q-factors. AR poles

corresponding to the main spectral lines are circled using the same color code as Figures 5b and

6b. FFT: Fast Fourier Transform.
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Figure 5. Treatment conditions (a), sketch of the peak frequencies (b), resonance amplitudes

(c) and estimates of quality factors Q (d) of the resonances shown in Figure 3 for the first stage

of the microseismic experiment. The Q-factors were measured on a sliding window of 12.8 s for

AR orders ranging from 90 to 110. The Q-factor mean values and standard deviations for each

resonance are shown by the curves and shade areas, respectively. The same color code was used

for peak frequencies and Q-factors. No Q factors are shown for resonances whose low amplitudes

prevent reliable measurements.
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stage of the microseismic experiment. Same procedure as for Figure 5.
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Figure 7. Results from a fully nonlinear numerical simulation of an unstable jet showing

snapshots of horizontal velocity u (left) and vorticity ζ (right) at three successive times a) as the

instability grows, b) after the jet has broken into two pairs of opposite signed vortices and c) as

the vortices merge to form a single vortex pair. This simulation assumes a jet with maximum

speed U = 200 m/s and half width L = 0.005 m. The actual times of the snapshots are 0.001 s

apart. The Reynolds number of this flow is Re = 7400.
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