On the relationship between extension and anisotropy: Constraints from shear wave splitting across the East African Plateau
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[1] East Africa is a tectonically complex region owing to the presence of a rigid craton, paleo-thrust belts and shear zones, active magmatism and rifting, and possibly even a mantle plume. We present new splitting results of teleseismic shear phases recorded by 21 broadband seismic stations in Tanzania, seven broadband stations in Kenya, and three permanent broadband Global Seismic Network stations in Kenya and Uganda. Inconsistent apparent splitting is observed beneath the craton and along its southern and southeastern flank in Tanzania. Splitting at stations elsewhere in the rifts and orogenic belts is more consistent. We test between different models of anisotropy for stations with inconsistent splitting (single layer with horizontal fast axis, single layer with dipping fast axis, and two layers with horizontal fast axes). However, we show that these more complicated models do not reasonably explain the data. The data are explained better by a laterally (and/or in some places vertically) varying single-layer model with a horizontal fast axis. We arrive at a conceptual model of anisotropy in Tanzania and Kenya that is controlled by (1) active shear along the base of the plate associated with asthenospheric flow beneath and around the moving craton keel, (2) asthenospheric flow from a plume north of central Kenya, (3) fossilized anisotropy in the lithosphere due to past orogenic events, and possibly (4) aligned magma-filled lenses beneath the rifts. Our most robust conclusion is that we can rule out an extension-induced lattice preferred orientation of olivine as a dominant factor, which is surprising given the long history of extension in the region. This indicates that mantle-lithospheric extension in East Africa occurs via dike intrusion and/or ductile thinning within narrow rift zones and is possibly facilitated by a mechanical lithospheric anisotropy imparted by fossilized north/south structural or mineralogical fabrics.
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1. Introduction

[2] The East African Plateau, covering some $1.8 \times 10^6$ km$^2$, is a well-recognized topographic and tectonic feature of the African Plate [Nyblade and Robinson, 1994] (Figure 1). The plateau has a mean elevation of about 1100 m and consists of Precambrian terranes including the Archean Tanzania craton in the center of the plateau and surrounding Proterozoic orogenic belts. Cenozoic extension is accommodated by rifting within the flanking orogenic belts, associated with widespread volcanism and low seismicity in the Eastern Rift and isolated volcanism and high seismicity in the Western Rift.

[3] Mechanisms and structures controlling the tectonics and geodynamics in East Africa remain unresolved in large part because few details are known about the nature of the upper mantle across east Africa. In addition, a number of hypotheses have been proposed to explain the origin of anisotropy beneath rifts, within cratons, and around hotspots. In this paper, we analyze and model splitting of teleseismic waveforms recorded by broadband seismic stations in Tanzania, Kenya, and Uganda, and we develop new constraints on the origin of anisotropy and more...
fundamentally, the relationship between tectonics, magmatism, and geodynamics beneath the East African Plateau.

1.1. Geology and Tectonic History

[4] The Tanzania craton is divided into two belts at 4.5°S: Nyanzian to the north and Dodoman to the south. The Dodoman consists mainly of quartzites, schists, amphibolites, and gneisses. The younger Nyanzian belt is composed of less deformed granite and greenstone belts. The youngest dates for the craton (~2500 Myr ago) come from granitic rocks near its eastern margin [Cahen et al., 1984]. Major folds with consistent ESE/WNW fold axes are thought to have developed during the Early Archaen Dodoman and Nyanzian orogenies [Holmes, 1951; Cahen et al., 1984; Shackleton, 1986].

[5] The Tanzania craton is bordered to the south and southwest by the Paleoproterozoic Ubendian Belt, a southeast striking strike-slip shear belt of granulites and amphibolites deformed during the Ubendian orogeny (2100–2025 Myr ago) [Lenoir et al., 1994; Theunissen et
The northern part of the Ubendian Belt is truncated west of the Tanzania craton by the NE trending Mesoproterozoic Kibaran Belt, and to the north of the craton lies the Paleoproterozoic Ruwenzori Belt [Cahen et al., 1984]. To the east of the Tanzania craton lies the Neoproterozoic Mozambique Belt (Figure 1), which has N–NE striking structures formed by multiple collisional events 450–1200 Myr ago [Cahen et al., 1984; Shackleton, 1986; Key et al., 1989].

The orogenic belts have been disrupted by extensional tectonism at least three times during the Phanerozoic [e.g., Noble et al., 1997]. The first phase of rifting occurred along the modern East African coast during the Karoo (Permian-Jurassic) when Madagascar separated from Africa. In the Cretaceous a SE trending branch of the Central African rift system formed, extending from southern Sudan to the Kenya coast. The extensive East African rift (EAR) system formed later in the Cenozoic. The modern rift system is ~4000 km long and is characterized by two branches that surround the Tanzania craton, the Western Rift and the Eastern Rift (Figure 1).

In Kenya, extension within the Eastern Rift has led to the formation of a narrow (50–80 km wide) graben commonly referred to as the Kenya Rift. In northeastern Tanzania, extension is accommodated by a diffuse zone (~300 km wide) of block faulting [Dawson, 1992; Ebinger et al., 1997; Foster et al., 1997]. The Western Rift is characterized by several ~100-km-long en echelon fault-bounded basins [Ebinger et al., 1989]. Most of the Cenozoic rift system to the south and southwest of the Tanzania craton developed within or adjacent to the Karoo rift system.

### 1.1. Crust and Mantle Structure

#### 1.1.1. Crust and Mantle Structure

Until recently, investigations of crustal structure in East Africa focused primarily on the Eastern and Western Rifts. Early studies used seismic refraction data and observations from teleseismic and regional earthquakes to examine crust and mantle structure. These studies yielded 40–48 km Moho depth estimates beneath unripped crust and 20- to 32-km depths under the rift valleys (see review by Nyblade [2002] and references therein). We discuss more recent results below.

#### 1.1.2. Kenya

Crust and mantle structure beneath and adjacent to the Kenya Rift was investigated by the Kenya Rift International Seismic Project (KRISP) using seismic refraction profiles [Prodehl et al., 1994; Fuchs et al., 1997]. The KRISP group found that along the axis of the rift, the Moho depth shallows from 35 km in southern Kenya to ~20 km beneath northern Kenya. Away from the rift, the crust thickens to ~37 km beneath the Tanzania craton, and ~38 km beneath the Mozambique Belt. Teleseismic receiver functions and Rayleigh wave dispersion measurements [Last et al., 1997] give similar Moho depths of ~40 km and ~38 km for the Tanzania craton and Mozambique Belt.

The KRISP group found low Pn velocities of ~7.7 km/s under the axis of the rift, and Pn velocities of ~8.2 km/s under the Tanzania craton and Mozambique Belt. The transition from low to high Pn velocities is abrupt, and coincides with the main rift border faults, suggesting that tectonic and/or magmatic modification of uppermost mantle structure is confined in Kenya to the rift proper.

#### 1.1.3. Tanzania

Crust and mantle structure beneath the craton and rifted orogenic belts in Tanzania has been investigated in a number of studies using data from the Tanzania Broadband Seismic Experiment [Nyblade et al., 1996]. P wave travel times from regional earthquakes were inverted for long-wavelength (>100 km) Pn velocity variations beneath Tanzania by Brazier et al. [2000]. They found Pn velocities of ~8.4 km/s beneath the center of the Tanzania craton, 8.3 km/s beneath the Mozambique Belt where the Eastern Rift terminates, and 8.4 km/s beneath the Western Rift.

Structure deeper in the upper mantle beneath the orogenic belts and craton in Tanzania has been modeled by inverting relative travel times of teleseismic P and S waves [Ritsma et al., 1998] and Rayleigh wave phase velocities [Weeraratne et al., 2003] for upper mantle seismic velocity variations and by geographically stacking receiver functions to image topography on the 410- and 660-km discontinuities [Owens et al., 2000]. A low-velocity zone is found under the craton at ~170 km depth. Beneath the adjacent rifted mobile belts a low-velocity zone begins at ~80 km and extends to at least 300 km depth.

#### 1.2. Deformation, Anisotropy, and Teleseismic Shear Wave Splitting

Olivine is a seismically anisotropic mineral that comprises a significant fraction of the upper mantle. It has a maximum P and S wave seismic velocity anisotropy of 25% and 12%, respectively [Kumazawa and Anderson, 1969]. When an aggregate of olivine grains is deformed via dislocation creep, a fabric or lattice preferred orientation (LPO) develops where one or more of the three olivine crystallographic axes have a preferred orientation, leading to a bulk anisotropy for the aggregate. The orientation of the bulk anisotropy depends on which set of dislocation slip planes are active in accommodating the deformation and what type of deformation is occurring [Nicolas and Poirier, 1976; McKenzie, 1979; Nicolas and Christensen, 1987; Karato, 1989; Ribe and Yu, 1991; Ribe, 1992]. For progressive simple shear the fast [100] a axes of olivine rotate toward the direction of shear. For uniaxial strain the fast a
axes rotate away from the direction of shortening and toward the direction of elongation. Therefore the fast direction of the bulk anisotropy can be a proxy for mantle flow. A bulk anisotropy can also develop because of a preferred orientation of structures such as cracks [Crampin, 1991] and magma-filled lenses [Kendall, 1994] or parallel layers of alternating seismic velocities [Backus, 1962].

[15] A teleseismic shear phase (plane wave) propagates through an anisotropic mantle as a pair of orthogonally polarized phases that travel at different speeds [e.g., Christensen, 1966]. The orientations of the polarization directions depend on the orientation of anisotropy with respect to the wave front propagation direction. The delay time \( (dt) \) that accumulates between the two phases is proportional to the ray path length and the magnitude of anisotropy sensed along the ray path. For a single horizontal anisotropic layer with a horizontal LPO of fast olivine axes the observed fast polarization direction of a vertically traveling shear phase is horizontal and parallel to the LPO, and \( dt \) is proportional to the layer thickness and magnitude of anisotropy. In the case of a dipping axis of anisotropy the fast polarization direction is not in the horizontal plane [e.g., Hartog and Schwartz, 2000]. Because we only analyze horizontal seismograms for shear wave splitting, we only resolve the horizontal projection of the fast polarization direction, which we refer to as the fast polarization azimuth (\( \phi \)). In the case of multiple anisotropic layers [e.g., Silver and Savage, 1994] the observed splitting does not correlate directly with the individual splitting that occurs in each layer. We therefore refer to the observed splitting measurements (\( \phi \) and \( dt \)) as “apparent” splitting measurements. For a layer with a dipping fast axis or two sublayers of different anisotropy the apparent splitting measurements will change in a predictable fashion as a function of initial polarization azimuth, back azimuth, and incidence angle. Therefore apparent splitting measurements can yield important insights into the kinematics and magnitude of active and past deformation in the Earth’s interior.

1.3. Previous Shear Wave Splitting Results

[16] Shear wave splitting measurements previously reported for East Africa come from Kenya [Gao et al., 1997; Barruol and Ismail, 2001]. Gao et al. [1997] analyzed up to four events per station on 17 short-period seismic stations of the 1989/1990 KRISP project (Figure 1). The stations were located within and on the flanks of the Kenya Rift, above the Kenya dome. A total of eight events were analyzed, and all came from a back azimuth window between 060° and 090°, with \( \phi \) subparallel to the strike of the Kenya Rift and \( dt \) between 0.8 and 2.4 s (average is 023° ± 16°/1.5 ± 0.5 s). Gao et al. favored an interpretation wherein \( \phi \) resulted from vertical magma-filled lenses in the lithosphere striking in the direction perpendicular to the extension direction.

[17] In the same region, Barruol and Ismail [2001] measured \( SKS \) splitting and calculated single-layer anisotropy models with a horizontal fast axis for Global Seismic Network (GSN) broadband stations KMBO and NAI (Figure 1). They analyzed 64 events for KMBO, and five events for NAI. They found consistent models at both stations (340° ± 8°/1.0 ± 0.3 s). However, they showed that there was a large scatter in the apparent splitting measurements at KMBO, suggesting that the single-layer model was only an approximation of a more complicated anisotropy at depth. They favored an interpretation of a combination of magma-filled lenses and LPO due to rift-parallel mantle flow, complicated by three-dimensional heterogeneity, dipping structures, and/or lithospheric anisotropy. Even though these two studies are seemingly inconsistent, we will show later that this difference between KRISP and NAI/KMBO is part of a spatially consistent pattern where stations demonstrate moderate splitting perturbations from that due to an average mantle fabric with a N/S fast direction.

1.4. New Broadband Seismic Data

[18] We analyze and model shear wave splitting of teleseismic waveforms recorded by broadband seismic stations in Tanzania and Kenya (Figure 1). Data for this study come from the Tanzania Broadband Seismic Experiment [Nyblade et al., 1996] and the Kenya Broadband Seismic Experiment [Nyblade and Langston, 2002]. In the Tanzania experiment, 20 seismic instruments were deployed for 1 year (1994–1995) along two transects crossing the East African Plateau and bordering orogenic belts from east to west and northeast to southwest. In the Kenya experiment, 10 broadband seismic stations were located in orogenic belts and operated for 1 year between July 2001 and July 2002. In addition, we also analyze and model splitting at GSN stations KMBO, MBAR, and NAI. KMBO and NAI are on volcanic fields associated with the Kenya Rift, and MBAR is located in the Paleoproterozoic Ruwenzori Belt in Uganda.

[19] We analyze 205 unique events (Table 1 of auxiliary material) recorded on at least one of the stations, for a total of 888 phases: \( SKS \) (69%), \( SKKS \) (12%), \( PKS \) (13%), and direct \( S \) (6%) (Table 2 of auxiliary material). The events recorded on MBAR and the Tanzania stations have a good to fair distribution of back azimuths (BAZ) (Figure 2). The initial polarization azimuth (IPA) has a modulo 180° ambiguity. Because we mostly analyze core-refracted phases, which obtain IPAs that are parallel to BAZs, the events have a very good distribution of IPA. The events recorded on NAI, KMBO, and the Kenya stations have a poor-to-fair distribution of BAZ and a good distribution of IPA. (Owing to an unknown problem with assembling the KMBO data set we were only able to analyze 29 events recorded on that station between 1995 and 2002, although more data do exist [e.g., Barruol and Ismail, 2001].) All analyzed phases have steeply dipping incidence angles (INC) of 5°–27° and sample the upper mantle almost directly beneath the station, providing very good lateral resolution. The coverage in BAZ, IPA, and INC is not ideal but is probably sufficient to discriminate between splitting from a single-layer model with a horizontal or dipping fast axis and a two-layer model with horizontal fast axes. The INC range is probably only sufficient to resolve single layers of anisotropy with dipping fast axes for most dips.

2. Methodology: Apparent Splitting Measurements

[20] The delay time \( (dt) \) between fast and slow split waves is \( dt = \frac{dv}{v} \), where \( dv \) is the strength of anisotropy.
The mean shear wave velocity ($v$) is the integrated measure of anisotropy along the ray path, and $L$ is the layer thickness. Because $dt$ is an integrated measure of anisotropy along the ray path, it cannot be used to uniquely constrain the location of anisotropy. However, we can make inferences about the location of anisotropy. The core-refracted phases travel through the outer core as compressional phases and acquire their initial shear polarization direction during a $P$-to-$S$ conversion at the core-mantle boundary (CMB) when they exit the core. Splitting of core-refracted phases must therefore be derived from anisotropy along the ray path from the CMB piercing point to the seismic station. The direct $S$ phases obtain their initial polarization at the source. We are only interested in anisotropy beneath the seismic station, and we therefore reduce the possibility of source-side splitting by analyzing direct $S$ events only from hypocenters deeper than 550 km, a depth beneath the possible effects of significant upper transition zone anisotropy found in some subduction zones [Fouch and Fischer, 1996].

We use a modified version of the method of Silver and Chan [1991] to make apparent splitting measurements of phases with an energy signal-to-noise ratio (SNR) >15. For simplicity, we refer to the horizontal components parallel and perpendicular to IPA as the “radial” and “transverse” components, respectively, although this is strictly only true for the core-refracted phases. We define SNR as the ratio of the observed radial energy to the observed transverse noise energy, which is equivalent to the square of the amplitude SNR. We used the first 100 s prior to the picked time window to calculate the noise energy and normalized both energy calculations by their respective window lengths. We assume that the effects of scattering due to mantle discontinuities are negligible, which is probably a reasonable assumption in this study given the general lack of distinct, coherent energy that follows the analyzed phases.

Figures 3a and 3b show the results of splitting analyses for examples of high and low SNR for constrained measurements (the 95% confidence region is closed). For each event we band-pass filter the waveforms between 0.02 and 0.2 Hz and pick a master time window around the

---

**Figure 2.** Map showing great circle paths from epicenters to the stations in East Africa for earthquakes analyzed for shear wave splitting and recorded on the Tanzania Network, Kenya Network, and GSN stations KMBO, MBAR, and NAI. We analyzed a subset of these events at each station because of station-varying signal-to-noise ratios (17–59 events for Tanzania and 2–15 events for Kenya). For some events, two phases were analyzed (e.g., $PKS$ and $SKKS$); the predominant phase is indicated in the totals. See Table 1 of auxiliary material.
phase. Then we create 30 different time windows by randomly perturbing the master time window boundaries by up to \( \pm 20\% \) of the length of the master time window. For each of these 30 windows we either (1) assume the initial polarization azimuth (IPA) is equal to the back azimuth (BAZ) and search over trial apparent fast azimuth (FP) and delay time (dt) for the optimum parameters that best remove the energy from the anisotropy-corrected transverse component of the core-refracted phases or (2) calculate the IPA directly from the data and search for the optimum parameters that maximize the similarity between trial fast/slow waves for the direct S phases [Silver and Chan, 1991]. For each of the 30 analyses the number of degrees of freedom \( N \) is calculated directly from the windowed data [Silver and Chan, 1991]. Then we stack the 30 misfit grids \( M \), find the global minimum, and derive the 95% confidence region from the average number of degrees of freedom \( (N) \) using 

\[
M_s(m) = M_s(m_{opt}) \leq 1 + \frac{k}{\sqrt{N-k}} f_k \alpha (1 - \alpha),
\]

where \( M_s \) is the stacked misfit grid, \( m \) is the model, \( m_{opt} \) is the optimum model, \( k = 2 \) is the number of model parameters, \( f \) is the inverse of the F distribution, and \( \alpha = 0.05 \)

Figure 3. Four examples of apparent splitting analyses for station GOMA along the western branch of the East African rift system in Tanzania. For each example we show the initial polarization azimuth and orthogonal complement of the original waveforms (IPA and IPA-90) and the anisotropy-corrected waveforms (IPAC and IPAC-90). Dashed lines indicate the IASP91 predicted phase arrival times. Vertical solid lines indicate the picked time window. If the apparent splitting parameters predict perfectly the observed splitting, no energy should remain within the time window of the IPAC-90 component. Beneath these four traces are the fast/slow waves and corresponding particle motions for the original (FSO and FSOPM) and anisotropy-corrected waveforms (FSC and FSCPM). The misfit grid shows the minimum or minima found in this search for the optimum fast polarization azimuths (FPA) and delay time (dt) that minimizes the energy on the IPAC-90 component. The text in the upper right of the misfit grid indicates the event analyzed (year:julian day:hour), the optimum apparent splitting parameters, and the radial-signal-to-transverse-noise energy ratio (SNR). We show constrained splitting examples of phases with (a) high SNR and (b) low SNR (we only measure phases with energy SNR > 15), and unconstrained splitting measurements (ucons) due to (c) no significant apparent splitting and/or (d) unclosed and repetitive confidence regions.
[Jenkins and Watts, 1969]. This is the same procedure used by Wolfe and Silver [1998] to calculate a constrained station splitting estimate from stacking misfit grids from different events. Apparent splitting measurements and confidence regions estimated from standard techniques are sometimes significantly affected by small perturbations in the picked time window. Through simple averaging this grid-stacking modification increases the stability of the apparent-splitting-analysis method and attenuates the effect of the perturbations.

3. Apparent Splitting Results

[23] In this section, we describe the splitting complexity at each station as a function of back azimuth, initial polarization azimuth, and incidence angle. We then inverse model the stations for which complexity is observed and use statistics and qualitative reasoning to determine which model, if any, is the best. We then briefly summarize our modeling results and show that the complexity is best interpreted as due to minor lateral and vertical variation of a single-layer anisotropy model with a horizontal fast axis.

[24] About 60% of the phases we analyzed did not demonstrate detectable apparent splitting and yielded unconstrained measurements (e.g., Figures 3c and 3d). Lack of apparent splitting can occur for a variety of reasons: (1) The Earth beneath the station is isotropic to steeply incident shear phases; (2) simple anisotropy exists, and the IPA is parallel or perpendicular to the fast axis; (3) complex anisotropy exists, and interference between multiply split phases creates a complicated waveform that is not explained well by the optimum apparent splitting parameters, (4) the signal does not contain an adequate frequency bandwidth to calculate the error bars, perhaps because of large earthquake source dimensions, attenuation along the ray path, and/or intracrustal scattering/reverberation; or (5) the SNR is too low. For cases 2 and 3 these measurements are traditionally referred to as “nulls.” Eliminating the fifth possibility by keeping only those events with SNR > 15, we keep all unconstrained measurements and refer to them as “ucons” for convenience. However, there are other methods to help distinguish between ucons and nulls (e.g., D. Schutt, personal communication, 2003).

[25] To investigate the complexity in the splitting measurements, we show rose diagrams of the constrained φ for each station in Figure 4. We observe inconsistent splitting at stations INZA and MBAR in the west; PUGE, MBWE, SING, MATOR, and RUNG on the craton; KOND, KOMO, and KIBE in the east; MTAN, PAND, and TUND in the south; and KMBO and KITU in the north. The majority of the stations with complex splitting are found on the craton. The most consistent splitting occurs for Kenya stations, with φ oriented between NNW/SSE and NE/SW. Although most Kenya stations did not record as many events as the other stations and therefore our conclusion that splitting in Kenya is more consistent than in Tanzania may be premature, splitting is fairly to very consistent at nearby GSN station NAI, which recorded many more events.

3.1. Variations as a Function of Back Azimuth

[26] To investigate in more detail the complexity in splitting that is clearly present at several stations, we show the apparent splitting measurements as a function of BAZ and INC (Figure 5). This variation could result from a single layer of anisotropy with a dipping fast axis [Chevrot and van der Hilst, 2003], spatially variable anisotropy within the station Fresnel zone [Alsina and Snieder, 1995; Rümpker and Ryberg, 2000], or more complicated anisotropy [Babuška et al., 1993; Saltzer et al., 2000]. This visualization reveals trends in φ at several stations (bold) where strong complexity was identified in Figure 4 (shaded circles). From west to east BAZ, φ for stations KOND, MATOR, and SING (east side of craton) rotate from ~WNW–NW for arrivals from the west, through the craton, to N–NNE for arrivals from the east beneath the rift or mobile belts. For INZA and PAND (west and south side of craton), φ show a comparable, almost mirror-image rotation from N–NE to E–ESE. Station MBAR in Uganda shows N–NE φ for southwest BAZ but a NE-to-NNW φ rotation for southeast to northeast BAZ.

[27] The number of ucons as a proportion of all measurements recorded at each Tanzania station varies, apparently randomly, between 35% (URAM) and 91% (KIBE), with the highest percentage observed at KIBE (91%), MBWE (83%), RUNG (77%), and MTAN (76%). Splitting beneath the Kenya stations is more consistent, and the number of ucons (not including ANGA for which only two events were analyzed) varies between 25% (KIBO) and 60% (TALE). For most stations the ucons do not originate from a consistent BAZ or INC. In fact, ucons appear to come from random BAZ and INC and sometimes occur for ray paths that were similar to other ray paths that resulted in constrained splitting measurements (e.g., MATOR). This suggests that the ucons may be associated with splitting of signals of low-frequency bandwidth, or other effects such as crustal scattering may be complicating the splitting signal. However, the ucons could also be an indication of anisotropic complexity. Constrained inconsistent splitting is clearly observed at some of these stations, which is evidence for anisotropic complexity, either vertically and/or laterally. However, anisotropic complexity alone cannot easily explain two core-refracted phases (both with good SNR) with the same BAZ and INC that yield respectively a constrained measurement and unon.

[28] We inverse model splitting at each station for a single layer of anisotropy with a dipping fast axis to attempt to explain coherent φ variations with BAZ and INC (Figure 5). A grid search is performed at each station for the three optimum angles that best orient (with respect to the ray paths associated with the analyzed phases) an olivine and mafic kimberlite nodule tensor [Mainprice and Silver, 1993] to explain the observed splitting. We compare the fit of models by calculating the variance reduction (R) and Akaike’s Information Criterion (AIC) [Burnham and Anderson, 2002] for all models. In summary, both optimum model layer thicknesses at each station are quite different, with averages of ~170 km for the olivine model and ~780 km for the nodule model, and between adjacent stations the thicknesses for one model type vary greatly. Although both models predict a considerable amount of the observed variation, we do not think these models are realistic. The
variations that we see could be explained by laterally and possibly vertically varying, horizontal fast axis anisotropy beneath each station, but the magnitude of such variation is difficult to estimate.

3.2. Variations as a Function of Initial Polarization Azimuth

[29] Silver and Savage [1994] showed that for vertically incident shear waves, two vertically stacked horizontal layers of anisotropy with horizontal fast directions lead to a predictable variation with a 90° periodicity in apparent splitting measurements as a function of IPA. Rümpker and Silver [1998] showed that such variations also occur for relatively long-period signals \( (T/dt \geq 5) \) passing through a medium with a smooth, vertically varying anisotropy from one fast direction at the bottom to another at the top. The dominant period of our teleseismic signals is \( \sim 10 \) s, and therefore our data fit this criterion for \( dt \) up to 2.0 s. Therefore, if a simple two-layer or smoothly varying anisotropy exists, we should be able to detect it.

[30] Figure 6 shows plots of the apparent splitting measurements versus IPA for all stations. It is important to note that the y axis (φ) wraps around 180°. Most stations show no obvious pattern. However, stations MITU, MTOR, PUGE, and SING (bold) demonstrate trends in φ and/or \( dt \). The 90° periodicity zones expected for two-layer models are not obvious in these trends, but the event IPA distributions for stations PUGE and SING do not permit the resolution of such a trend if one exists.

Figure 4. Rose diagrams of constrained splitting fast azimuths. The 360° circle was divided into 20° sectors. The length of each sector is proportional to the number of fast polarization azimuths that were contained in that sector. Error bars associated with each measurement are ignored. The ucons are not included because of the ambiguity associated with their meaning. For stations that recorded consistent φ, the rose diagram contains one dominant sector pointing toward φ (and its 180° equivalent). Multiple sectors indicate inconsistent splitting (shaded circles). The geology and seismicity symbols are the same as in Figure 1.
Assuming that the anisotropy beneath each station is uniform within the Fresnel zone at all depths and that the difference between our subvertical rays ($\text{INC} = 5^\circ - 27^\circ$) and the vertical is negligible, we use the apparent-splitting-measurement analytical expressions derived by Silver and Savage [1994] and perform a grid search over the four trial parameters ($f$ and $dt$ for both upper and lower layers) to determine the optimum two-layer anisotropy model with horizontal fast axes for a dominant signal frequency of 0.1 Hz. The thicknesses of these layers cannot be uniquely determined, but $dt$ is proportional to the layer thickness and percent anisotropy. We used two different data sets in this modeling: constrained measurements with ucons (YUCONS) and constrained measurements without ucons (NUCONS).

The two-layer modeling results for both data sets are presented in Table 3 of the auxiliary material. The best models (those with $R \geq 0.50$) are also plotted in Figure 6 (INZA, KIBA, KIBE, KOND, MBWE, PAND, KR42, and KMBO). The strongest evidence for a two-layer model comes from stations KOND ($R = 0.89$) and KMBO ($R = 0.75$). Although a considerable amount of this for KMBO is due to one $f$ measurement at an IPA = 60$^\circ$, it is interesting that a similar model is also predicted for nearby station KR42 (Table 3 in auxiliary material). The AIC values suggest the TL models predict the data better for stations MITU and PUGE. However, the $R$ values for these models are too small for us to consider significant ($R \leq 0.36$). Thus taking into account both AIC and $R$, TL models do not predict the data at stations MITU, MTOR, PUGE, and

**Figure 5.** Polar plots showing variations in apparent splitting with back azimuth (angle) and incidence angle (radius, maximum = 30$^\circ$). Lines represent constrained splitting measurement, their orientation parallel to the fast polarization azimuth and length proportional to the delay time (see scale). Ucons are shown as small squares inside the polar plots. The fraction next to the station name indicates the number of constrained measurements (numerator) out of the total number of analyzed phases (denominator). The difference between the numerator and denominator indicates the number of ucons. Bold stations demonstrate a possible trend (see text). Shaded circles are the same as in Figure 4.
SING significantly better than that provided by the optimum single-layer model with a horizontal fast axis.

3.3. Model Comparison

In summary, the degree to which splitting complexity is predicted by dipping-axis (DA) and two-layer (TL) models, two model types that lead to very different interpretations, varies considerably between stations (Figures 7a and 7b and Table 3 in auxiliary material). For many stations both models explain the data equally well. The fact that grid searches for the optimum TL and DA models produce a few possible solutions and many more local minima suggest that the current data sets do not permit an inversion for a unique TL or DA model. Similarly for the dipping-axis and two-layer models (except in Kenya), between adjacent stations for each model type, there is no convincing consistency that
one might expect given that most tectonic and magmatic processes in the region probably occurred over scales that are larger than the spacing of the stations. Only plotting the best model (of the DA and TL models) for each station would show an even greater spatial inconsistency. Collectively, our observations and modeling results suggest that DA and TL models are inappropriate models for this region and that there are lateral and possibly vertical variations in anisotropy.

3.4. Stacked Station Splitting Estimates (Horizontal-Axis Modeling)

[34] Because we find evidence for lateral variations in anisotropy, we assume that the variation is minor and prefer to approximate the anisotropy beneath each station as due to a horizontal axis (HA) model using the stacking method of Wolfe and Silver [1998]. This model therefore gives us the first-order approximation to the true, more complicated solution by averaging out the effects of minor lateral anisotropy variations, a conclusion supported by the waveform modeling results of Rümpker and Ryberg [2000]. Such a first-order approximation should also provide us with a means to smooth out the effects of crustal scattering, which would be strongly dependent on BAZ and INC.

[35] The Wolfe and Silver [1998] stacking method was developed to derive HA models for stations plagued by high levels of seismic noise and for which few good events have been recorded. The technique works by summing the misfit grids for each splitting measurement at a particular station and using the total number of degrees of freedom to calculate the new critical 2σ threshold that uniquely defines the 95% confidence region surrounding the global minimum (the optimum HA model). The uncertainty is normally assumed to be due to data error. However, the technique can also be used in situations where the uncertainty is assumed to be due to model error, i.e., for stations with low levels of seismic noise but significant apparent splitting measurements variations. Because of the low noise levels for these cases and because of the observations of similar ray paths yielding both ucons and constrained splitting measurements, we feel the ucons should receive less weight.

[36] We again divide the apparent splitting measurements into two subgroups: with ucons (YUCONS) and without ucons (NUCONS). The stacking results for both subgroups of data are presented in Table 3 in the auxiliary material, and results for the NUCONS data set are shown in Figures 8 and 9. Figures 8 and 9 compare the station splitting estimates to other types of geological and geophysical data conducive to comparing different anisotropy-source hypotheses. It should be noted that these HA solutions are not identical to those used to calculate $M_e$ in the $R$ calculations for the DA and TL models because the latter HA solutions were derived via a different method (and the misfit has a different definition).

[37] The station fast directions ($\phi$) vary smoothly within two distinct regions: on the craton and off the craton. The $\phi$ for on-craton stations are subparallel to the strike of geological fabrics at the surface (Figure 8) and absolute plate motion (Figure 9). The $\phi$ for off-craton stations are subparallel to the strikes of geological fabrics, the nearby rift, and the craton boundary. To the east of the craton, $\phi$ varies...
between NNW and NNE and is consistent with that found in
the rift by Gao et al. [1997] and Barruol and Ismail [2001].
There appears to be no consistent difference in $\phi$
between stations inside and outside the rift.

[38] The $dt$ throughout the study region varies consider-
ably, from 0.7–1.4 s in Kenya to 0.3–0.8 s on the
craton, similar to that found for splitting on the Kaapvaal
and Zimbabwe cratons in South Africa [Silver et al.,
2001; Fouch et al., 2004]. Our $dt$ in and along the flanks
within 30 km of the Kenya Rift range between 1.0 and
1.2 s and are consistent with the $1.5 \pm 0.5$–s average
observed by Gao et al. [1997] and with the 1.0-s estimate
found at nearby KMBO and NAI by Barruol and Ismail
[2001]. There exists a trend of decreasing $dt$ from Kenya
toward the south to KIBA (0.4 s) in eastern Tanzania.
Another trend of increasing $dt$ exists from KIBA toward
the east to station HALE (0.9 s). The $dt$ at station GOMA
adjacent to the Western Rift is 1.0 s. Farther north at
MBAR in the belt between the rift and craton, $dt$ is
smaller ($\sim$0.5 s).

Figure 8. Single-layer station shear wave splitting models assuming horizontal fast axes (station
stacked splitting estimates). The thick black lines indicate the fast direction, and their length is
proportional to delay time. Overlaid upon the estimates are the geologic structural trends (thin lines)
observed at the surface [Holmes, 1951; Cahen et al., 1984; Shackleton, 1986; Lenoir et al., 1994]. These
structural trends are associated with Precambrian orogenic belts.

[39] If a significant difference in splitting exists between
adjacent stations, Fresnel zone calculations can be used to
quantify the minimum lateral extent of a homogeneous
anisotropic region as a function of depth. In principle,
this could allow one to calculate the maximum depth of the
anisotropy, above which the Fresnel zones at adjacent
stations do not significantly overlap. Rümpker and Ryberg
[2000] calculate $SKS$ Fresnel zone widths, for a dominant
8-s period, of $\sim$75 km at 0-km depth, 100 km at 75-km
depth, 125 km at 150-km depth, and 150 km at 300-km
depth. In practice, using such a method is difficult because
of the ambiguity associated with how one defines the depth
beneath which significant overlap begins. Furthermore,
minor vertical variations in anisotropy are a source of strong
bias in this approach, since a minor variation near the top of
the anisotropic layer beneath one station (but not the
adjacent station) could lead to the incorrect conclusion
that the majority of anisotropy is much shallower than in
reality. In Tanzania most on-craton stations have $\sim$NW $\phi$.
However, near the eastern edge of the craton is a transition
where $\phi$ changes by $65^\circ$ over 50 km between KOND and MTOR. Plots of apparent splitting measurements versus BAZ and INC suggest that this is a transition region between NW/SE $f$ from back azimuths through the craton and N/S $f$ from back azimuths beneath the rift (Figure 5). Using this 50-km distance as the maximum distance over which the lateral variation occurs, the Fresnel zone estimates suggest that if the depth of significance is where 50% of the Fresnel zone areas overlap, the anisotropy must be located above $\sim$35-km depth. The delay times, however, are generally between 0.8 and 2.0 s, which indicates this maximum anisotropy depth estimate is inaccurate and suggests there are at least minor vertical variations in anisotropy, perhaps in the uppermost mantle.

[40] A $\sim$0.85-s change in $dt$ over 100 km between INZA and GOMA is similarly observed in Figure 8. INZA is also located above a transition between a $\sim$N/S $\phi$ in the west and an $\sim$E/W $\phi$ in the east (Figure 5 and Figure 1 in auxiliary material). Here the Fresnel zone maximum-anisotropy-depth estimate is $\sim$250 km using the same depth of significance as in the earlier example.

[41] Barruol and Ismail [2001] calculated station estimates for GSN stations NAI and KMBO. They analyzed 64 events for KMBO and five events for NAI. We analyzed a smaller number of events for KMBO (29) over a wider time span (1995–2003) and a larger number of events for NAI (34) during its 1995 operational period. Our fast directions both for KMBO and NAI are identical to theirs. Our KMBO $dt = 0.7 \pm 0.1$ s is somewhat smaller than theirs (1.0 $\pm$ 0.1 s), but our NAI $dt$ is identical to theirs, thus providing a test of the robustness of our and their results.

[42] When we include the ucons in the stacks (YUCONS data set), the same $\phi$ pattern emerges. However, $dt$ at many Tanzania stations decrease, especially east of the craton to

---

**Figure 9.** Single-layer horizontal-axis splitting models. Color indicates shear wave velocity tomographic slice at 200 km depth [Ritsema et al., 1998]. Black arrow indicates the absolute plate motion direction [Gripp and Gordon, 2002]. White double arrows indicate the maximum horizontal compressive stress directions (MHCS) taken from regional averages of good-quality stress measurements (B. Mueller et al., The 2000 release of the World Stress Map 2000, available at http://www.world-stress-map.org). The thick black lines indicate the fast direction ($\phi$), and their length is proportional to delay time. Thin black lines indicate the $2\sigma$ error bars for $\phi$, which are too small to see for most stations. See color version of this figure at back of this issue.
below 0.3 s in some places. Such stations with $dt < 0.3$ s are considered unco stations, making the decreasing $dt$ trend from Kenya toward the south even greater. However, we feel the most useful data that contribute to the station estimates for low noise levels are the NUCONS data. We therefore regard Figures 8 and 9 as summarizing our splitting results for Kenya and Tanzania.

4. Discussion

[41] Splitting measurements provide poor depth resolution of anisotropy. Consequently, many hypotheses have been proposed to explain teleseismic shear wave splitting in the crust and mantle in stable continental interiors, actively deforming regions, oceanic basins, and around mantle hotspots [e.g., Crampin, 1991; Bormann et al., 1996; Silver, 1996; Savage, 1999; Kendall, 2000]. We examine the plausibility of the most appropriate of these hypotheses to explain our splitting data: (1) mantle anisotropy induced by extension due to a LPO of olivine, (2) anisotropy due to an alignment of parallel dikes or melt-filled lenses, (3) fossilized anisotropy in the lithospheric mantle from previous orogenic events, and (4) mantle anisotropy due to shear-related flow at the base of the lithosphere. It is important to consider all of these hypotheses because the study area is tectonically complicated and contains (1) a craton, (2) an active rift system, (3) old orogenic belts, (4) magmatism, and (5) possible proximity to at least one mantle plume. We show that most, if not all, of these contribute to the observed anisotropy in East Africa but that we can firmly rule out olivine LPO anisotropy due to ductile lithospheric stretching associated with E/W Cenozoic extension.

4.1. Mantle Anisotropy Due to Extension

[42] Ductile stretching of the mantle lithosphere should produce a lattice preferred orientation of olivine fast [100] axes in the direction of extension if strain is controlled by dislocation creep [Nicolas and Poirier, 1976; McKenzie, 1979; Christensen, 1984; Nicolas and Christensen, 1987; Ribe and Yu, 1991; Wenk et al., 1991; Ribe, 1992; Mainprice and Silver, 1993]. Such a hypothesis has been proposed to explain fast directions that are subparallel to extension directions beneath the Red Sea rift, Baikal rift, Arctic ridge, and Rhine graben [Finnik et al., 1992].

[43] Kenya and Tanzania are characterized by various styles and magnitudes of past and present extension and therefore are excellent places for studying the possible effects of extension on the development of LPO in the lithosphere. Regional averages of current maximum horizontal compressive stress (MHCS) directions from stress indicators (B. Mueller et al., The 2000 release of the World Stress Map 2000, available at http://www.world-stress-map.org) vary from NNE to NE (Figure 9). Paleostress indicators suggest a rotation from north-south to this current stress direction sometime during the Holocene [Bosworth et al., 1992; Haug and Streeker, 1995].

[44] If the current or recent direction of lithospheric extension throughout the region is consistent with least horizontal compressive stress indicators, the fast directions should be perpendicular to the NE/SW MHCS or older Quaternary N/S compressive stress indicators. The fast directions for the on-craton stations are roughly perpendicular to these predicted directions, but because there are few signs of current or recent extensional deformation penetrating through the craton [Nyblade and Brazier, 2002], it is likely that the rough anticorrelation between NW fast directions and the NE MHCS direction is a mere coincidence.

[45] The fast directions observed in the rift valleys and in the diffuse region of block faulting in eastern Tanzania clearly do not match the predicted W–NW direction, even if the measurements had larger error bars, and we can firmly rule out extension-induced LPO of olivine in the lithosphere as the dominant causative mechanism for anisotropy here.

4.2. Anisotropy Due to Parallel Dikes or Magma-Filled Lenses

[46] A preferred orientation of cracks, faults, fractures, or tabular intrusions makes an otherwise homogeneous medium effectively anisotropic for wavelengths much larger than the spacing of the parallel structures [Backus, 1962]. When these structures are vertical, the fast direction is parallel to the strike of the structures, and $dt$ is proportional to the volume fraction of and velocity contrast across the structures. Because cracks, faults, and fractures are confined to the brittle upper crust (0–15 km), the $dt$ associated with such aligned structures are probably within the noise of teleseismic shear wave splitting. This is consistent with the typically observed crustal $dt$ of 0.1–0.3 s [Booth et al., 1985, 1990; Kaneshima et al., 1988; Kaneshima, 1990; Shih and Meyer, 1990; Crampin, 1994; McNamara et al., 1994]. However, partially molten tabular intrusions (dikes) are a possible cause of teleseismic splitting because the velocity contrast between magma and the surrounding rock is large, and parallel dikes could penetrate through the entire lithosphere, leading to considerable $dt$.

[47] A shape-preferred orientation (SPO) of vertically oriented water-filled [Crampin, 1991] or magma-filled [Kendall, 1994] lenses can also lead to effective anisotropy and splitting where $\phi$ is parallel to the strike of the lenses. Kendall showed that $dt$ due to this SPO could be on the order of seconds for some models of partial melt regions beneath mid-ocean ridges.

[48] Because parallel dikes or magma-filled lenses would be a result of partial melt crystallizing along planes that are perpendicular to the least principal stress direction ($\sigma_2$), this hypothesis predicts that station fast directions would be parallel to the current MHCS if there was a steady state active source of partial melt in the asthenospheric mantle and the region of partial melt was currently in a normal-faulting stress state ($\sigma_2$ equal to MHCS and $\sigma_1$ equal to vertical). Predicted $dt$ would be the highest in the center of the rift and would decrease away from the rift because of freezing of the dikes/magma lenses over time. This rate at which $dt$ decreases would be (roughly) inversely proportional to the extension strain rate.

[49] Gao et al. [1997] favored an interpretation of splitting across the KRISP network in Kenya wherein $\phi$ resulted from magma-filled lenses striking in the direction parallel to MHCS. Our data set allows a more spatially comprehensive study of splitting in Kenya and Tanzania, and we find some evidence for splitting parallel to MHCS in our off-craton station fast directions but not enough to conclude that either parallel dikes or magma-filled lenses are the dominant
causative mechanism of anisotropy (Figure 9). The fast directions at MBAR and GOMA are parallel and subparallel with MHCS. Fast directions in Kenya north of \( \sim 1.0^{\circ}\)S are subparallel to the MHCS, but others in Kenya are up to 65° away (e.g., NAI). All fast directions to the south of the craton are \( \sim 60^{\circ}\) away from MHCS.

[52] The \( dt \) for the Kenya Rift stations that have MHCS-parallel fast directions are similar to the \( dt \) for GOMA (adjacent to the Western Rift). However, only Kenya is experiencing considerable volcanism. If aligned magma-filled lenses are responsible for MHCS-parallel fast directions for stations in the Western and Eastern Riffs, one would expect the delay times in the West Rift to be smaller because the magma-filled lenses do not intrude the entire lithosphere as they do beneath the Eastern Rift. We suggest that magma-filled lenses could be contributing to some of the fast directions we observe (e.g., beneath the KRISP network), but it is not the dominant source of anisotropy.

4.3. Fossilized Anisotropy in the Lithosphere

4.3.1. Tanzania Craton

[53] Many active mountain belts today have fast directions that are perpendicular to the direction of shortening [Silver and Chan, 1991; Vinnik et al., 1992]. Regions of strike-slip faulting or shear have one or more layers of anisotropy with \( \phi \) parallel to the strike of the structures [Savage and Silver, 1993; Barruol and Hoffman, 1999; Audoine et al., 2000]. Because temperatures required to significantly modify a lattice preferred orientation of olivine under typical deviatoric stresses are generally thought to be higher than those found throughout the lithosphere [Vauchez et al., 1999], it is probable that \( \phi \) in cratons reflect paleoshortening directions that were fossilized during subsequent lithospheric cooling. If such anisotropy is vertically coherent, then \( \phi \) should be parallel to the geologic structural trends observed in surface outcrops. Where cratons have been modified by multiple orogenic events, one might expect to observe vertically incoherent anisotropy and inconsistent splitting. For the Canadian craton, \( \phi \) is subparallel to the geologic structural trends exposed at the surface, and correlation of increasing \( dt \) with increasing lithospheric thickness for the Canadian craton can be explained well by fossilized, vertically coherent lithospheric anisotropy [Silver and Chan, 1988, 1991]. Splitting observed on the Kaapvaal [Silver et al., 2001; Fouch et al., 2004] and South American cratons [James and Assumpção, 1996] has also been interpreted to represent the effects of fossilized anisotropy. The Australian [Clitheroe and van der Hilst, 1998] and east European [Wylegalla et al., 1999] cratons and parts of the Siberian [Gao et al., 1997] craton demonstrate small, inconsistent, or no splitting.

[54] Similar to that found for South Africa [Silver et al., 2001; Fouch et al., 2004], we find good evidence of fossilized lithospheric anisotropy in the Tanzania craton. Figure 8 shows a good correlation between some of the on-craton \( \phi \) and the geologic structural trends. In addition, the inconsistent splitting (Figure 4), high proportion of observed ucons for most of the on-craton stations (Figure 5), and rapid change in station estimates between some stations (Figure 8) suggest the presence of lithospheric anisotropy that is somewhat laterally and vertically incoherent. At MBWE the incoherence is so large that the station stack is a ucon result. However, the well-constrained splitting estimates are significantly different from the structural trends for stations URAM in the west; KR42, BARI, TALE, and KAKA in the north; and TUND and PAND in the south (Figures 4 and 8). This suggests a different or additional source of anisotropy.

[55] There is evidence for lithosphere/asthenosphere anisotropy beneath the craton. Surface waves recorded on the Tanzania Network show evidence for small azimuthal anisotropy (\( \sim 0.8\% \)) with an average NNW \( \phi \) between 80- and 300-km depth, possibly extending up to the base of the crust [Weeraratne et al., 2003]. Although surface waves have poor spatial resolution compared to subvertically incident body waves, \( \phi \) for periods between 20 and 140 s is on average NNW/SSE. This direction is roughly parallel to the splitting \( \phi \). Using the \( dt \) equation, Weeraratne et al.’s results predict \( dt = 0.4 \) s, which is close to the average observed on-craton \( dt \) (\( \sim 0.5 \) s). Defining the base of the lithosphere to be the depth to the center of the maximum negative shear wave velocity gradient, Weeraratne et al. [2003] estimate that the lithospheric thickness is \( \sim 170 \) km beneath the craton. Consequently, the surface waves suggest the depth of splitting and anisotropy is in the lithosphere and asthenosphere, suggesting two possible sources of anisotropy.

4.3.2. Mobile Belts and Riffs

[56] Four paleo-orogenic belts surround the Tanzania craton and their associated structural trends are roughly parallel to the edges of the craton (Figure 8). Off-craton \( \phi \) are therefore in good agreement with that predicted by the fossilized anisotropy hypothesis, especially east of the craton. Furthermore, \( dt \) in eastern Tanzania are short and increase (along with the consistency of splitting) away from the rift toward the Indian Ocean in the direction of presumably thicker lithosphere. However, the considerable \( dt \) for other off-craton stations suggests that the majority of the anisotropy is not located in the lithosphere. For example, the lithospheric mantle thickness beneath the Kenya Rift is only \( \sim 50 \) km thick [Green et al., 1991; Achauer et al., 1994; Slack et al., 1994] but is generally thought to thicken toward the south into eastern Tanzania. Yet the longest \( dt \) in the study area is observed in Kenya, and \( dt \) decrease toward the south into Tanzania. To quantify this point using the \( dt \) equation, a bulk \( S \) wave anisotropy of \( \sim 4\% \) (a commonly found value for deformed dunites [e.g., Mainprice and Silver, 1993; Kern et al., 1996]) and the \( \sim 50\)-km-thick mantle beneath the Kenya Rift predict a \( dt = 0.5 \) s. However, the \( dt \) in Kenya is more than twice as long (\( dt = 1.2 \) s). Similarly, in the Western Rift (station GOMA) the mantle lithosphere may be only \( \sim 20 \) km thick [Nolet and Mueller, 1982], yet the consistent rift-parallel splitting has \( dt = 1.0 \) s. In summary, it is probable that fossil anisotropy is contributing to the observed splitting patterns considering the rapid changes observed over short distances in some places, but the large \( dt \) in the rift and the rift \( dt \) gradient from south to north argues against this being the dominant source of anisotropy.

4.4. Active Shear at the Base of the Plate

4.4.1. Asthenospheric Flow

[57] Lattice preferred orientations of the fast \([100]\) axes of olivine probably develop in the asthenosphere because of
dislocation-creep deformation associated with simple shear at the base of the plate [e.g., Nicolas, 1989; Zhang and Karato, 1995; Tommasi et al., 1996; Tommasi, 1998]. These orientations are roughly horizontal and in the direction of shear. Consequently, simple asthenospheric flow due to the passive shearing of the asthenosphere by the moving plate has been invoked to interpret $\phi$ parallel to absolute plate motion (APM) [Silver and Chan, 1991; Vinnik et al., 1992; Bormann et al., 1993; Russo and Okal, 1998; Wolfe and Silver, 1998; Schutt et al., 1998; Wolfe and Solomon, 1998].

Where $dt$ are longer than that which can be reasonably explained by lithospheric anisotropy, adding an additional free parameter allows one to explain any $\phi$ as a result of relative motion between a separately moving plate and asthenosphere [Silver and Holt, 2002; Gök et al., 2003].

These versions of the asthenospheric flow hypothesis assume there is no significant topography along the lithosphere/asthenosphere boundary.

[55] To show regions of lithospheric thinning and upper mantle structure at depth, we overlay the final station estimates upon the results at 200-km depth of an $S$ wave tomographic image [Ritsema et al., 1998] (Figure 9). The APM of Africa appears to be slow, and thus it has been a challenge to constrain the direction. Preliminary results suggested a NE direction [Minster and Jordan, 1978; Gripp and Gordon, 1990], but this has more recently been refined to $285^\circ \pm 45^\circ$ at $15 \pm 3$ mm/yr [Gripp and Gordon, 2002].

[56] Our station fast directions vary throughout the study area (Figure 9) and are therefore not explained by the simple asthenospheric flow hypothesis. However, the average on-craton $\phi$ is approximately parallel to the WNW APM. These on-craton data are consistent with the asthenospheric flow hypothesis if the plate is moving with respect to the underlying mantle, creating simple shear at the base of the craton.

4.4.2. Asthenospheric Flow With Basal Lithospheric Topography and Plume Flow

[60] If there is relative motion between the lithosphere and the underlying mantle, the asthenosphere must flow around and/or beneath craton keels. Bormann et al. [1996] interpreted $\phi$ in Europe as due to asthenospheric flow associated with basal lithospheric topography. In most regions of gentle topographical gradients, $\phi$ is parallel to APM [Gripp and Gordon, 1990, 2002]. In regions where the topographic gradients are large, $\phi$ tends to be parallel to the topographic contours of the Moho topography, which are assumed to reflect the same variations in basal lithospheric topography. If the latter assumption is correct, this suggests the asthenosphere is flowing around (rather than beneath) topography along the base of the lithosphere.

[61] Fouch et al. [2000] modeled the anisotropy expected for subcontinental mantle flow around a craton keel and found that such a model complicated by additional lithospheric anisotropy may explain shear wave splitting beneath eastern North America as well. Their calculations predict that splitting beneath this or any relatively flat lithospheric keel would have APM-parallel $\phi$, whereas splitting elsewhere would have $\phi$ parallel to the depth contours at the base of the lithosphere because the rigid lithosphere is moving through the asthenosphere. We hereinafter refer to this model as the “edge flow model.”

[62] The NNW/SSE fast direction we found for the westernmost on-craton station (URAM) and the E/W fast directions for stations south of the craton are approximately parallel to the craton edge and rift and can be explained by edge flow around the keel and/or rift-parallel flow. As mentioned in section 3.4, the average fast direction for the on-craton stations is NW, which is subparallel to the absolute plate motion direction, and is also predicted by this model.

[63] The edge flow model alone cannot explain splitting along the eastern side of the craton where $\phi$ are not consistently parallel to the craton edge. However, edge flow would produce an $\sim$N/S fabric, which combined with additional anisotropy at shallower depths could produce the $\pm 35^\circ$ variation with $dt$ as long as those observed in Kenya ($\sim 1.2$ s).

[64] Station INZA is a station for which a single-layer horizontal fast azimuth model is not resolvable because events that arrived from easterly back azimuths had E/W $\phi$, whereas those from the westerly back azimuths had N/S $\phi$ (Figure 5 and Figure 1 in auxiliary material). The E/W $\phi$ is subparallel to APM and argues for a zone of simple asthenospheric flow just to the east of INZA. If the edge flow model is correct, somewhere between this zone and station URAM (western craton) is the onset of edge flow around the craton keel. In addition, splitting complexity observed immediately east of the craton, which disappears farther east beneath station HALE, can be explained by a keel sheltering effect the keel has on the asthenosphere to the east. This sheltering effect could give rise to either asthenospheric stagnation if flow is laminar and there is no N/S edge flow. However, if the flow is turbulent, this would most likely be a region of localized convection associated with upwelling asthenosphere in the wake of the WNW moving craton in a fashion similar to that found by King and Anderson [1998], although their modeling assumed that the convection was driven by thermal instabilities associated with conductive insulation by the craton. Although we feel this latter situation is physically plausible, we recognize that it was not predicted by the modeling results of Fouch et al. [2000].

4.4.3. Plume Models and Rift-Parallel Flow

[65] The mantle plume hypothesis predicts that ascending plume material is deflected by the lithosphere, which could lead to the development of an olivine LPO and bulk anisotropy. Thus an essential part of the plume hypothesis, the deflection of plume material, can be tested by measurements of mantle anisotropy [Savage and Sheehan, 2000]. Walker et al. [2001, 2003] showed that the kinematics of lateral flow expected for a simple Hawaiian plume model is consistent with fast directions on the few seismic stations around Hawaii for which broadband seismic data are publicly available. However, the predictions of that model did not deviate very much from the predictions due to simple asthenospheric flow. Splitting fast directions recorded on a much larger data set around the Eifel hotspot are also predicted by a simple plume model (K. T. Walker et al., [2001].)

Shear-wave splitting around the Eifel hotspot: Evidence for plume-related flow, submitted to Geophysical Journal International, 2003). However, basal shear associated with a plume does not predict splitting around the Iceland [Bjarnason et al., 2002] hotspot. The Yellowstone
(R. Smith, personal communication, 2004) and Society (G. Barruol, personal communication, 2004) hotspots are being investigated.

Owing to a rich history of various directions and magnitudes of extension in eastern Africa, there are likely to be channels in the base of the lithosphere (e.g., NW striking Anza graben in Kenya) that could guide plume-related flow. Sandvol et al. [1992] analyzed splitting in the Rio Grande Rift and found ϕ to be subparallel to the rift, which they interpreted to be due to channelled asthenospheric flow at the base of the lithosphere. On the basis of new P wave residual and gravity data showing a wide zone of lithospheric thinning, Gao et al. [2003] have recently reconsidered their shear wave splitting for the Baikal Rift to be due to localized convection beneath the rift.

Figure 10 compares our splitting estimates with those predicted for two different plume models. A plume has been proposed to exist beneath the East African Plateau to explain the high elevations, magmatism, and low seismic velocity at the base of the Tanzania craton [Ebinger et al., 1989; Simiyu and Keller, 1997; Nyblade et al., 2000]. Using an estimate of Eocene East Africa lithospheric variations, Ebinger and Sleep [1998] calculated the lateral asthenospheric flow expected for a single plume located beneath Ethiopia. Their model explains the distribution and timing of magmatism and uplift throughout much of East Africa if a thin lithosphere beneath the Eastern and Western Rifts channels the flow. Introducing the effects of craton keels into their simulations, Sleep et al. [2002] modeled the lateral flow for a plume located beneath the northern edge of the Tanzania craton and calculated the expected splitting that would be observed (Figure 10a). The predicted plume material flows around the craton down to a latitude of about 4°S. Although their plume material does not extend far enough south to test their predictions against our Tanzania data, their predicted ϕ are only parallel to our observed ϕ at stations NAI and KMBO. The location of the modeled plume center was selected in an ad hoc manner (M. Kendall, personal communication, 2003). In addition, the included lithospheric thickness variations, which control to a first-order the direction of plume flow, did not include variations due to late Cenozoic rifting. Because the fast-direction predictions are directly controlled by the topography along the base of the plate and because the delay-time predictions are controlled by how far the initial plume head spreads laterally beneath the plate, it appears likely that the plume model would explain most or all of our off-craton splitting data if (1) the plume center of Sleep et al. [2002] had been placed farther north beneath Ethiopia as done by Ebinger and Sleep [1998], (2) the initial plume head was made larger to allow plume material to spread farther laterally, and (3) the oceanic lithosphere was made thicker than the adjacent continental lithosphere constraining the plume material to flow parallel to the coast (this would be an expected result of late Cenozoic rifting).

Weeraratne et al. [2003] inverted Tanzania surface wave phase-velocity data for two azimuthal anisotropy models: a uniform azimuth model and a radial azimuth model. Their uniform model was derived by dividing the region into two model domains: the craton and the sur-
rounding area. In each domain the anisotropy was allowed to vary only for each period (20–140 s). They performed a grid search to find the optimum model, then prescribed the average NNW direction to all periods in order to calculate the optimum model’s variance reduction. For their radial model they assumed that a plume exists beneath the Tanzania craton and gives rise to a radial pattern of azimuthal anisotropy in the lower lithosphere and asthenosphere. They permitted the anisotropy magnitude to vary with period but fixed the fast directions at all periods to be horizontal and radiating away from the plume center. They then performed another grid search to find the optimum plume location. The authors report that their best radial model (Figure 10b) predicts the data better than their best uniform model. However, the uniform model’s variance reduction is not based on the full range of the fast directions found in the inversion but on the average. The fit of the full uniform model would fit the data at each station with roughly the same degree of success. Consequently, we interpret the anisotropy beneath each station to be due to minor lateral and vertical variations of a single anisotropic layer with a horizontal fast axis. We generate station splitting estimates (averages) to estimate the parameters of this single-layer model and find good regional consistency that can be explained by several anisotropy-producing mechanisms.

5. Synthesis

East Africa is a unique, tectonically complex region owing to the presence of a rigid craton, paleothrust belts and shear zones, active magmatism and rifting, and at least one nearby hotspot. If many different mechanisms that lead to mantle anisotropy exist, complicated splitting in this region would be expected. Consistent with this expectation, we observe inconsistent splitting and a large proportion of unconstrained splitting measurements beneath the craton and in eastern Tanzania. Observations of splitting for different back azimuths suggest lateral variations in anisotropy. Fresnel zone constraints on the maximum depth extent of anisotropy suggest the presence of vertical anisotropy variations. We could not find simple dipping-axis or two-layer models that were consistent between nearby stations, yet we could find many different dipping-axis and two-layer models that fit the data at each station with roughly the same degree of success. Consequently, we interpret the anisotropy beneath each station to be due to minor lateral and vertical variations of a single anisotropic layer with a horizontal fast axis. We generate station splitting estimates (averages) to estimate the parameters of this single-layer model and find good regional consistency that can be explained by several anisotropy-producing mechanisms.

Figure 11. Cross section at 5°S showing possible sources of anisotropy that could explain splitting. Station splitting estimates are shown with delay time scaled to approximately correct for the three-dimensional view. A shear wave velocity tomographic image at 200-km depth is shown at the surface [Ritsema et al., 1998]. The absolute plate motion (APM) is WNW [Gripp and Gordon, 2002]. Thin arrows in the asthenosphere (yellow) indicate the flow direction relative to the cratonic lithosphere (blue). Long dashes indicate olivine LPO with ~WNW/ESE fast axes due to shear at the base of the keel (black) and fossilized from past orogenic events (gray). Shorter dashes indicate ~N/S fast axes from plume flow (red) beneath thinned lithosphere and possible corner flow around the keel (black) and fossilized from prior orogenic events (gray). Crosses indicate additional anisotropy from previous orogenic events. Question marks indicate uncertain boundary locations and/or anisotropy. Dots with circles indicate flow is coming out of the page. The depth to the base of the craton is here defined by the 170-km depth to the center of the maximum negative shear wave velocity gradient [Weeraratne et al., 2003]. See color version of this figure at back of this issue.
Both splitting $\phi$ and surface wave azimuthal anisotropy results suggest azimuthal anisotropy in the lithosphere and asthenosphere from 300-km depth up to at least 80 km and possibly to the base of the crust. At station INZA, $\sim$N/S $\phi$ occur for westerly events, and $\sim$E/W $\phi$ occur for easterly events (Figure 5). The region southeast of the craton in Tanzania is characterized by inconsistent splitting and many observed ucons (Figures 4 and 5). The considerable 1.2-s $dt$ observed for Kenya stations and the decrease in $dt$ from $\sim$80-km-thick lithosphere in Kenya toward thicker lithosphere in the south in Tanzania suggest that at least part of the anisotropy here must exist in the asthenosphere. These observations suggest that splitting is most likely caused by an olivine LPO due to shear along the base of the lithosphere associated with (1) normal asthenosphere that is flowing around the craton keel in response to west-northeast plate motion through the asthenosphere [Fouch et al., 2000] and/or (2) plume material guided by channels of thinned lithosphere [Sleep et al., 2002]. Significant $\phi$ variation between nearby stations in some places (up to 65°) suggests the presence of shallow anisotropy. The upper layer of anisotropy in a medium of slowly varying anisotropy [Rümpker and Silver, 1998] or two-layer anisotropy [Salzer et al., 2000] has the strongest effect on the final station splitting estimates. We therefore suggest that the observed variations are due to the subtle complexity (which we could not model sufficiently) introduced by domains of fossilized anisotropy and/or concentrations of aligned magma lenses or partially molten dikes in the lithosphere but that the main source of anisotropy is in the asthenosphere.

[71] Patterns observed in the delays of teleseismic S and P waves [Bokelmann and Silver, 2000; Bokelmann, 2002a], shear wave splitting [Silver and Kaneshima, 1993] and surface wave studies [Babuška et al., 1998] on stations located around and across the Canadian craton suggest the presence of anisotropy at the base of the craton keel, with a horizontal fabric implying shear between the plate and underlying mantle [Bokelmann, 2002b]. The geometry of this anisotropy as resolved by teleseismic P waves for interior craton stations suggests fast axes dipping toward the APM direction. These studies suggest that the lower keel is being sheared because of traction between it and the underlying mantle and that the horizontal motion of the underlying mantle is faster than the lithosphere, implying that convection currents in the mantle contribute to (if not drive completely) plate tectonics. Splitting observations across the Tanzania craton do not show evidence for a consistently dipping fast axis (Figure 7a).

[72] The most robust conclusion of this study is that there is no evidence from shear wave splitting for ductile thinning of the lithospheric mantle via dislocation creep; that is, extension-induced LPO anisotropy is not a dominant cause of anisotropy in East Africa, at least as far south along the rift as Kenya and Tanzania. This is surprising given the long history of extension in the region and suggests that extension in East Africa occurs via magmatic intrusion (diking) or via ductile thinning within very narrow rift zones. Given the good evidence for fossilized anisotropy in the lithosphere beneath the off-craton stations, we speculate that the fossilized N/S fabrics may have imparted a mechanical anisotropy to the lithosphere, allowing relatively small extensional stresses to rift the East African lithosphere without the generation of an olivine LPO [Vausch et al., 1997] despite the addition of elevated mantle temperatures beneath the East African Plateau.

[71] Acknowledgments. We are thank S. Simiyu for field assistance in Kenya and C. Moshy, P. Ngerera, and A. Tesha for field assistance in Tanzania. We also thank G. Helffrich and P. Silver for providing their splitting code, which we modified and converted to C++ for this research, R. Gordon for providing code to calculate standard errors for the HS3 NUVEL1A plate motion model, M. Kendall for providing splitting predictions, and A. Sebai for sharing her African surface-wave anisotropy results. IRIS DMC provided waveform and metadata. The DMC BREQFAST request system greatly facilitates shear wave splitting research. The USGS Albuquerque Seismological Laboratory and SIO acquired the GSN waveform data, ANSS provided online access to earthquake hypocenter locations, and the 2000 World Stress Map Project provided stress data. We used GMT software [Wessel and Smith, 1991] to prepare figures and SAC2000 (Lawrence Livermore National Laboratory, University of California) for basic seismic data processing. We thank P. Goldstein and G. Helffrich for providing assistance with SAC2000. Finally, we thank M. Savage, M. Fouch, and E. Garnero for provided constructive comments that improved this paper. This work was supported by the National Science Foundation (EAR 930455, 9903093, and 0003242).

References


Figure 9. Single-layer horizontal-axis splitting models. Color indicates shear wave velocity tomographic slice at 200 km depth [Ritsema et al., 1998]. Black arrow indicates the absolute plate motion direction [Gripp and Gordon, 2002]. White double arrows indicate the maximum horizontal compressive stress directions (MHCS) taken from regional averages of good-quality stress measurements (B. Mueller et al., The 2000 release of the World Stress Map 2000, available at http://www.world-stress-map.org). The thick black lines indicate the fast direction (\(\phi\)), and their length is proportional to delay time. Thin black lines indicate the 2\(\sigma\) error bars for \(\phi\), which are too small to see for most stations.
Figure 11. Cross section at 5°S showing possible sources of anisotropy that could explain splitting. Station splitting estimates are shown with delay time scaled to approximately correct for the three-dimensional view. A shear wave velocity tomographic image at 200-km depth is shown at the surface [Ritsema et al., 1998]. The absolute plate motion (APM) is WNW [Gripp and Gordon, 2002]. Thin arrows in the asthenosphere (yellow) indicate the flow direction relative to the cratonic lithosphere (blue). Long dashes indicate olivine LPO with ~WNW/ESE fast a axes due to shear at the base of the keel (black) and fossilized from past orogenic events (gray). Shorter dashes indicate ~N/S fast a axes from plume flow (red) beneath thinned lithosphere and possible corner flow around the keel (black) and fossilized from prior orogenic events (gray). Crosses indicate additional anisotropy from previous orogenic events. Question marks indicate uncertain boundary locations and/or anisotropy. Dots with circles indicate flow is coming out of the page. The depth to the base of the craton is here defined by the 170-km depth to the center of the maximum negative shear wave velocity gradient [Weeraratne et al., 2003].