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Abstract. Observations of systematic temporal variations of seismic anisotropy are 
presented for an induced-seismicity experiment at 9 km depth. These observations 
were made under particularly well-controlled conditions in the German Continental 
Deep Drilling Program (KTB) borehole, using shear wave splitting from similar 
events recorded at a three-component instrument located at 4 km depth from a 
hydraulic fracturing experiment at 9 km depth. In a large set of seismic events 
recorded during the experiment, many can be associated with multiplets exhibiting 
essentially identical waveforms. Since they must have approximately the same 
source location and source radiation pattern, these events are particularly useful 
for testing the hypothesis of time-dependent anisotropy. Anisotropy itself is clearly 
a very prominent feature in the data. A simple approach for waveform matching 
of split shear waves allows unprecedented resolution of variations in shear wave 
splitting. Importantly, the variation of shear wave splitting with time is a relative 
measurement, which can be performed with higher accuracy than the associated 
absolute measurement. In particular, the relative measurement is not affected by 
timing errors nor by event distance variations. During the experiment the difference 
between shear wave velocities decreases by -• 2% within -• 12 hours. After that, 
the medium apparently approaches a state which is stable for at least 5 hours. We 
suggest that the temporal variation is due to the tectonic stress release from seismic 
events caused by the fluid injection. This model requires the presence of fluid-filled 
cracks at depths larger than 4 kin. 

1. Introduction 

There is little doubt that anisotropy is an important 
feature of elastic wave propagation throughout many 
regions of the Earth: It affects apparent velocities of P 
waves [e.g., Hess, 1964], polarization of P waves [e.g., 
Bokelmann, 1995a], and particularly shear waves [e.g., 
Ando et al., 1983]. Such effective anisotropy at seismic 
wavelengths of l0 -• to 102 km can be caused by a va- 
riety of effects, all of which are associated with some 
type of ordering in the medium. These effects range 
from preferential orientation of minerals (each with its 
own intrinsic anisotropy), layering, to preferentially ori- 
ented cracks or faults. These effects may have about 
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the saxne order of magnitude and often similar angle 
dependence, which makes a distinction usually rather 
difficult, unless some of the effects can be ruled out 
on other grounds. Generally, however, all of these ef- 
fects are present, and the question is only to which de- 
gree they contribute to the observations. An important 
question is whether or not effective anisotropy changes 
with time. Such temporal variations (at least those on 
timescales of years or less), if they can be found, narrow 
down the choice to just few effects. More importantly, 
however, temporal variations would show that (and per- 
haps how) anisotropy reacts sensitively to changes in 
the stress field and it might perhaps serve as a simple 
means for measuring crustal stress changes at reason- 
able cost [ Crampin and Zatsepin, 1997]. 

Several observations have been suggested, which ap- 
pear to show a time dependence of anisotropy. These 
observations are in all cases associated with variations 

in shear wave splitting. Gupta [1973] presented ap- 
parent observations of very large temporal variations, 
which were soon disputed on grounds that they might 
also be explained by scattering and phase conversions 
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within the crust [Ryall and Savage, 1974]. Peacock et 
al. [1988] and Crampin et al. [1990] present obser- 
vations of shear wave splitting from local events near 
the Anza Gap in California, where one station appar- 
ently shows very large variations of shear wave splitting 
over just weeks before and after a nearby event. These 
splitting delay time data, however, were disputed by 
Aster et al. [1990], who used a different approach of 
estimating shear wave splitting: while Peacock et al. 
[1988] and Crampin et al. [1990] extracted the time 
separation between the two shear wave phases (split- 
ting delay) by visually inspecting waveforms, Aster et 
al. (1990) estimated the splitting delay as the length of 
the time interval of linearly polarized shear wave mo- 
tion. Most of the data both groups used were from 
indiscriminate regional seismicity. We believe, how- 
ever, that the argument can be sharpened consider- 
ably by special techniques for similar events (doublets), 
which are nearly colocated and similar in source radi- 
ation pattern. In contrast, regional seismicity contains 
events of strongly varying character. However, depend- 
ing on the focal mechanisms, which may differ between 
events, relative amplitudes of fast and slow shear wave 
phases may differ substantially. This may affect either 
method. An ideal approach would either use identi- 
cal events or at least take the focal mechanism dif- 

ferences into account explicitly. In our study, similar 
events are found by a cluster analysis procedure: Since 
events are often remarkably similar in source location 
and focal mechanism, a waveform matching technique 
allows determination of variations in shear wave split- 
ting with unprecedented resolution. Using several clus- 
ters of events, we show that the delay between split 
shear waves indeed varies with time. Distance variation 

of the events within a cluster are estimated with similar 

resolution. Anisotropy, as recorded by the shear wave 
splitting varies by •- 2.5% over just a few hours. 

2. Experiment 

The "Kontinentale Tiefbohrung" (German Continen- 
tal Deep Drilling Program) KTB is a scientific deep 
drilling project in the Oberpfalz region of southeastern 
Germany (Figure 1). Since 1990, drilling has progressed 
to the final depth of 9101 m below the surface. One of 
the last experiments performed at that depth was the 
KTB Frac Experiment 1994, which is discussed in detail 
by Zoback and Harjes [1997]. The goals of that experi- 
ment were related to studying the behavior of the crust 
at that deep level in the crust during hydrofracturing; in 
particular, one goal was to determine the stress field act- 
ing at that depth, which has never before been obtained 
by direct observation. Pumping started at 2202:15 UTC 
on December 17, 1994, and lasted for about a day. Dur- 
ing and after the experiment, flow rate, pressure, and 
seismicity were closely recorded (Figure 2). The exper- 
iment was conducted in two phases: first the frac-phase 
lasting for -• 9 hours and second the main fluid injec- 
tion phase lasting until •- 23 hours after the start. A 
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Figure 1. The "Kontinentale Tiefbohrung" KTB 
in the Oberpfalz region of southeastern Germany; in- 
strument deployment during the Frac Experiment 1994 
shown (a) top and (b) side view. Three-component re- 
ceivers are shown by open circles, single (vertical) com- 
ponent instruments by dots. Note the location of the 
borehole instrument "Vorbohrung" VB in Figure lb), 
which supplied the data in this paper, and the bottom 
of the KTB drillhole ("Hauptbohrung" HB), where fluid 
was injected during the experiment. The location of one 
particularly large event ("main event") and a surface 
shot (shot 3) are also shown. 

large number of seismic events were generated during 
each of these phases. There were 376 events with mag- 
nitudes of at least -2.1, the b value is 1.1. More details 
of the event location distribution and focal mechanisms 

are given in Zoback and Harjes [1997]. 

2.1. Main Event and Anisotropy 

During the 2-day interval a magnitude 1.2 event oc- 
curred, which was more than a magnitude larger than 
the second largest event. That event, which we refer to 
as the "main event", a recorded with excellent signal-to- 
noise ratio on all stations temporarily installed for the 
experiment and also on stations of the German Regional 
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Figure 2. (a) Fluid flow and (b) pressure and induced seismicity (histogram, light shading) 
during the KTB Frac Experiment. Events with magnitude -1.0 or larger are shown in the solid 
histogram. 
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Figure 3. Borehole instrument orientation and waveforms of P and $ waves for the main event: 
(a) the instrument orientation as seen from above (the third component is essentially vertical with 
positive upward). (b) The "Main Event" (origin time, day 352 at 1526:30.225 UTC) showing 
excellent P and S waveforms, recordable at such borehole sites. The S wave window is enlarged 
to show the typical S wave delay between the first (horizontal) component relative to the second. 
That delay was consistently observed for all events in the borehole data analyzed in this study. 
By chance, orientations of components 1 and 2 correspond more or less to the slow and fast 
directions (Az.-azimuth). 
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Figure 4. P and S waveforms for a surhce sho[ (sho[ 3 on day 350 a[ 14:34:50.000 UTC) on 
[he original componen[s. Bo[h raw da[a in Figure 4a and low-pass-fil[ered da[a (8Hz, causal) in 
Figure 4b show S phases arriving on [he second componen• earlier [han on •he first. The 
polariza[ion agrees qui[e well wi[h [he orien[a[ion of [he second componen[. Manual de[ermina- 
lion of spli[[ing delay is difficul[ [hough, as documen[ed by [he differing es[ima[es of 39 ms and 
23 ms for [he spli[[ing delay t s2 - t sz, depending on whe[her [he band-pass is used or no[. If 
good accuracy is required, more sophis[ica[ed [echniques mus[ be used. 

Seismic Network (GRSN) in southern Germany and the 
German Experimental Seismic System (GERESS) ar- 
ray, which is located -• 160 km to the southeast. Figure 
3 shows a recording of that event on the three channels 
of the borehole instrument in the "Vorbohrung" (VB). 
The instrument orientation was determined by using P 
wave polarization data recorded from four surface shots. 
The instrument is tilted to the south in accordance with 
the local deviation of the borehole out of the vertical to 
the north. The early second component is seen for all 
events in this study, which is illustrated in Figure 4 
using a calibration shot arriving from an almost per- 

pendicular direction (Figure 1). Still, the S arrival is 
faster on the second component from the surface. This 
feature, an indication of anisotropy, is in general agree- 
ment with previous studies in the area [Liischen et al., 
1991], and it also agrees with values for the crust in 
Central Europe [Babu•ka and Cara, 1991]. From Fig- 
ure 3 we estimate the time separation between the shear 
waves on the two horizontal components as -• 14 ms for 
the main event. We obtain the relative difference 6/• 
between the two shear wave velocities /•1 and/•2, aver- 
aged over the path length (from HB to VB, Figure 1), 
if we can estimate the source-receiver distance D: 
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with the velocity ratio ? = a/• m x/•. This shows 
that we may obtain 6• from measurement of three ar- 
rival times only with knowledge of ?. We do not need 
to know the source-receiver distance D. The calibration 

shot (Figure 4) gives rise to much larger values of • 
(1.9% or 3.2%) than the main event, no matter which es- 
timate of ts2-ts• we use. The most likely explanation is 
that effective anisotropy generally increases toward the 
surface, for example, due to increasing crack-induced 
anisotropy. This increase in anisotropy near the sur- 
face is consistent with several vertical profiling studies 
[e.g., Aster and Shearer, 1991]. There are indications 
that seismic anisotropy near the KTB borehole may 
also be affected by foliation directions [Rabbel, 1994], 
as was found to be the dominant effect under the G ER- 

ESS array 160 km to the southeast [Bokelmann, 1995b]. 
However, even at 9 km depth, there may still be a com- 
ponent of crack-induced anisotropy if high fluid pres- 
sures are present. Figures 3 and 4 together give clear 
evidence that the time separation t s2 -ts• is caused 
by anisotropy and not by S-to-P conversion from a hor- 

izontal interface. The latter would predict a radially 
approximately north-south polarized fast arrival. Simi- 
larly, the effect of conversion off a dipping interface can 
be ruled out, since the structure dips to the northeast. 

2.2. Spatial Distribution of Sources 

All of the events occur in a spatially confined region: 
Figure 5 shows directions from the VB borehole instru- 
ment to the locations of the 35 strongest events (lower 
hemisphere plot). Incidence is always rather steep and 
all azimuths are in the third quadrant near 120 ø . Time 
separations t$• - tp (approximately distance) are also 
given. The scatter indicates that distances of the events 
from the VB instrument vary by less than +8%, which 
includes the statistical scatter of observations. In fact, 
we will see in section 2.3 that most of these events can 

be associated with several clusters of very tight spatial 
confinement. 

An ideal experiment for testing the time-dependent 
anisotropy (TDA) hypothesis would consist of repeated 
identical sources (same focal mechanism and same source 
time function) at the same location. High-quality three- 
component receivers would be distributed such that 
identical ray paths through a crustal region are ob- 
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Figure 5. Receiver (borehole instrument) to source directions (lower hemisphere) and ts• - t• 
differential time delays for the strongest 35 events. The events are within a spatiMly confined 
region as demonstrated by the small scatter in distance (• ts•- t•) and angles from the borehole 
instrument. Closer study shows that many of them form groups (clusters) of events having 
remarkable waveform similarity. This suggests special techniques of waveform matching to find 
subtle temporal changes of material parameters along the shared path. 
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Figure 6. Temporal distribution (in hours) of five clusters of similar earthquakes at a required 
similarity level of at least 0.8 . The diameter of the symbols shows the magnitude of the events 
(maximum of-0.3, minimum of-1.2). A few other clusters (2,3,4,6,7) are too confined in time to 
be of interest in this study. 

served, which may be described by a simple model. The 
receivers would preferably be located in deep boreholes 
to circumvent complex interferences from near-surface 
structure and to produce a high signal-to-noise ratio. 
Essentially, all of these criteria are met by the KTB Frac 
Experiment: Figure 3 shows that the three-component 
instruments record remarkable P and S waveforms, even 
at frequencies of 150 Hz. As sources we use data from 
well-defined clusters of events. We also have some prior 
knowledge of effective anisotropy in the region [Liischen 
et al., 1991; Rabbel, 1994]. The cluster analysis is de- 
scribed in section 2.3. 

2.3. Event Clusters 

We obtain nearly colocated events with similar source 
radiation by cluster analysis [$chulte-Theis, 1995] of the 
100 strongest events. In that procedure, waveform sim- 
ilarity is measured by the maximum value of the cross 
correlation (we require at least 0.8). Successively, event 
pairs are distributed into different clusters of events. 
Generally, we obtain more clusters for longer time win- 
dows, but with a reduced maximum cross correlation 
value. For our purpose, we use time windows of 1.5 s, 
containing both P and S wave energy. 

Could this procedure bias the time dependence anal- 
ysis? Such a cluster analysis procedure would bias a 
possible time dependence to smaller values rather than 
to larger ones because event pairs displaying temporal 
variations are then less similar and might therefore be 
rejected from the cluster. On the other hand, the exis- 
tence of highly similar doublets over some time interval 
shows that temporal variations can not be very large; 
instead, subtle variations are likely to be second-order 

effects that must be sought by highly accurate waveform 
comparison of the events within a cluster. 

As will be seen in section 2.4, the degree of similarity 
between events of the same cluster is in fact remark- 

able. The existence of such "doublets" is well-known 

for seismic energy release across many different length 
scales, ranging from earthquake seisinology [Geller and 
Mueller, 1980; Poupinet et al., 1984; Nadeau et al., 
1995] to induced microseismicity [Moriya et al., 1994]. 

The long time window in this study contains both 
the P and S phases and the coda and secondary phases. 
Highly similar events (and only these) must share the 
same path, since it is extremely unlikely that any other 
path can cause the same (kinematic and dynamic) pat- 
tern of reverberations at the receiver. Clearly, locations 
of such events are displaced from each other by at most 
a small fraction of the wavelength. Geller and Mueller 
[1980] estimated the maximum distance between two 
events in a doublet, which are similar up to a wavelength 
A, as A/4. This was confirmed by numerous authors 
thereafter, with some studies suggesting that A/4 may 
be overly restrictive, perhaps due to the strong effect 
of some station site responses. By the same reasoning, 
these events must also have nearly identical focal mech- 
anisms. Thus such events are ideal sources for testing 
the TDA hypothesis, since they give nearly identical 
signals propagating along nearly the same paths with 
appreciable time separations. 

Out of the 100 strongest events, 57 can be associated 
with 11 clusters at the similarity level of at least 0.80 
(cross correlation maximum). Seven of these clusters 
are quite confined in time, each lasting not longer than 
5 hours. On the other hand, four clusters are more 
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spread out in time with durations of up to 12 hours. 
We may conceptually separate the time span of the ex- 
periment into three intervals, the frac phase and the 
early and late injection phases, which refer to the in- 
jection periods before and after the main event. Two 
of the clusters cover almost all three time intervals (see 
Figure 6). These are the most valuable clusters for our 
study, but we also use three other clusters with useful 
temporal coverage as they give us the opportunity to 
study the variation of shear wave splitting over time 
and also between these intervals. 

2.4. Similarity of Waveforms 

Figure 7 shows P and S waveforms for the four events 
in cluster 9. It is evident that both P and S waveforms 

are indeed very similar, at least where signal amplitudes 
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Figure 7. P and $ waveforms for events in cluster 9, 
(a) P on the radial (2) and vertical (3) components, and 
(b) shows $ on all components. Note the high degree of 
similarity of events within clusters. This is remarkable, 
considering that dominant frequencies are •,, 150 Hz. As 
a consequence, we may use detailed comparisons of such 
events to study time-dependent variations of medium 
properties. For this figure, raw waveform data have 
been interpolated, time-shifted, and amplitude-scaled 
only. 

are sufficiently large. Shear waves agree very well on all 
components: To see subtle changes in the waveforms, 
closer inspection is required. 

For the five clusters studied in this paper, Table 1 
gives information for the associated events. The rela- 
tive time delays A(tse -tsx) and A(tsx -tp) with re- 
spect to a reference event can be determined with high 
accuracy. Given estimates for the reference event, the 
time separations tse - ts• and ts• - tp are determined 
to estimate the difference of shear wave velocities SlY(t). 

2.5. Waveform Matching Technique 

In Figure 7 we have seen how remarkably similar 
waveforms are within the same cluster. Now we turn to 

the determination of relative delays between the phases 
for two events, particularly the relative splitting delay, 
the observable of prime interest in this paper. Are the 
small variations between the waveforms visible in Fig- 
ure 7 systematic or not? To determine these variations, 
we display pairs of seismograms u• (t) and u2(t) (each 
component) using an initial alignment by waveform cor- 
relation on a large time window for each component, to 
roughly align the waveforms. For each component we 
compare the two seismograms in detail (see Figure 8). 
Figure 8 shows that waveforms are virtually identical 
aside from the small time shifts. Thus the waveform 

comparison is done most conveniently by a sliding cross 
correlation window, interpolating and monitoring the 
delay of the maximum [see also Bokelmann, 1992], de- 
pending on time. We obtain measurements of At• and 
Ate with very high accuracy, far below the sampling 
interval of 1 ms. The capability of measuring such sub- 
sampling time delays is in agreement with other studies 
[see e.g., Poupinet et al., 1984]: The limiting accuracy is 
controlled by waveform similarity, not by the sampling 
interval. We especially want to determine variations 
A(t$2 - t$•) of the delay t$2 - t$• between the two 
shear wave phases, which we obtain simply from the 
two quantities Atse and At$•, which we can determine 
very well 

A(t$2 -- rS1) -- (t$2 -- rS1) -- (t$2 -- t$1)ref = 

(rS2 +ref +ref - (ts ) - - (2) -- -- •S1 ' 

We use the delay estimates of the fast (S1) wave on 
the second component and the slow (S2) wave on the 
first component, since their amplitudes are largest on 
these components. Our delay estimates are composed 
of the cross correlation maximum lags averaged within 
the chosen time windows for the fast and slow shear 

wave phases. 
The standard error of the delay between the two shear 

waves is 5 = V/(St$•) 2 +(Stse) 2, with the scatter 
and 5tse of the delay relative to the reference event. 
This is a very simple but effective method for determin- 
ing the relative splitting delay (or more generally be- 
tween any two phases). The approach does not require 
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Table 1: Clusters of Similar Events Used in This Study a 

Event 6 Origin Time, Mag, Actsl_p, t•l_p, 
Day:-UTC ml ms ms ms ms •2• 

(24) 352-0351:30.880-0.8 
25 352-0421:19.808 -0.8 

16 352-0519:32.028 -0.7 

19 352-0521:59.744 -0.7 

76 352-0533.54.897 -1.2 

34 352-0538:03.481 -0.9 

29 352-0559:09.019 -0.8 

67 352-0654:51.035 -1.1 

43 352-1317:15.312 -0.9 

49 352-1321:39.923 -1.0 

39 352-1432:19.950 -0.9 

48 352-1527:21.615 -1.0 

47 352-1531:22.067 -1.0 

26 352-0121:10.691 -0.8 

(17) 352-0252:37.508-0.7 
32 352-0353:53.902 -0.8 

27 352-0530:39.227 -0.8 

86 352-1338:34.507 -1.2 

75 352-1514:51.335 -1.2 

97 352-1739:11.455 -1.2 

(8) 352-1931:49.888 -0.5 
3 352-2129:03.308 -0.3 

42 352-2308:11.075 -0.9 

18 353-0040:43.140 -0.7 

(35) 352-0805:07.707-0.9 
90 352-1510:50.274-1.2 

Cluster 1 

0.00 579.00 

-0.86 578.14 

-O.O6 578.94 

-0.44 578.56 

-0.36 578.64 

-0.08 578.92 

-0.38 578.62 

-0.56 578.44 

-0.02 578.98 

-0.30 578.70 

0.16 579.16 

0.16 579.16 

-O.36 578.64 

Cluster 10 

0.00-t-0.05 14.50 1.058 

-0.18+0.07 14.32 1.047 

-0.10+0.03 14.40 1.051 

-0.10+0.06 14.40 1.052 

-0.15-t-0.05 14.35 1.048 

-0.15-t-0.05 14.35 1.048 

-0.10-t-0.06 14.40 1.052 

-0.13-t-0.05 14.37 1.050 

-0.26-t-0.06 14.24 1.040 

-0.23-t-0.08 14.27 1.042 

-0.23-t-0.08 14.27 1.044 

-0.34+0.07 14.15 1.036 

-0.37+0.12 14.13 1.032 

-0.10 554.40 

0.00 554.50 

0.18 554.68 

-0.34 554.16 

-0.08 554.42 

-0.02 554.48 

-0.02 554.48 

Cluster 9 

0.00 535.00 

-0.02 534.98 

-0.04 534.96 

0.06 535.06 

Cluster 11 

0.00 576.40 

0.04 576.44 

Cluster 5 

-0.06+0.21 13.94 1.063 

0.00-t-0.05 14.00 1.067 

-0.08+0.07 13.92 1.060 

-0.09-t-0.18 13.91 1.061 

-0.14+0.25 13.86 1.057 

-0.13-t-0.20 13.87 1.057 

-0.39-t-0.13 13.61 1.037 

0.00-t-0.05 13.00 1.027 

-0.04+0.04 12.96 1.024 

0.06ñ0.08 13.06 1.032 

0.02+0.04 13.02 1.029 

0.00:h0.10 14.50 1.063 

-0.19ñ0.22 14.31 1.049 

(61) 352-1115:20.956-1.0 0.00 583.20 
44 352-1323:04.487 -0.9 -0.32 582.88 

62 352-1445:21.357 -1.0 0.38 583.58 

Cluster 8 

(20) 352-1153:46.358 -0.7 0.00 581.07 
69 352-1625:46.000 -1.1 0.34 581.41 

0.00+0.10 14.50 1.051 

-0.21+0.09 14.29 1.036 

-0.01+0.14 14.49 1.049 

0.00+0.10 14.50 1.055 

-0.05+0.22 14.45 1.050 

a A few events are left out due to low signal/noise: These are events 77, 

89, and 95 for cluster 1 and event 94 for cluster 9, Event 7 was discarded 

from cluster 5, because the magnitude was very different from the others 

(-0.4). 

• Event numbers were given based on decreasing magnitude. Reference 

events (24, 17, 8, etc) are indicated by parentheses. These events are used 

to compute A/•. For these events, uncertainties for A(ts2-ts•) are specified 
subjectively. 

c A refers to the difference of a quantity with respect to the value for the 

reference event. In both cases, (1) for determining the relative shear wave 

splitting delay and (2) the relative delay between faster S wave and P wave, 

the high-resolution method is used; accuracies for ACts2_s• are typical for 
both. 

d Here ts2-s• = rs2 - ts• and ts•-? = tsl - t?. 

e Here 5/3 is the difference in shear wave velocity between fast and slow 

velocity averaged over the ray path 5/• = /32-/3•//31 with fll --- 6.2/•¾-• 
km/s. 

strong assumptions on the type of anisotropy causing 
the effects. Basically, the weak assumption it does make 
is that as elastic properties vary with time by a small 
amount, each observed wave phase changes primarily in 
travel time and amplitude but not in waveform shape. 
This assumption can be justified from Fermat's princi- 
ple [see for example Bokelmann, 1992]. In particular, 
the approach makes no assumption about the relation 
between the waveforms of S1 and S2. 

The only interactive part in the approach is in choos- 
ing time windows for the procedure to operate on. At 
that time the user is shown only the waveforms, and 
no indication of the time of the event, which prohibits 
subjective biases. 

3. Results 

Another waveform example from cluster i is dis- 
played in Figure 9, which shows a much smaller delay 
t$2 -- rS1 compared with Figure 8. Figure 10 shows 
shows the results of this analysis for all events in clus- 
ter 1. Figure 10a compares different sets of time delay 
t$1 -- t?. Two sets of estimates obtained from manual 
picking scatter much more than the data set obtained 
from our procedure. Obviously, the uncertainty of esti- 
mates from the waveform matching is at least an order 
of magnitude smaller. The standard deviation is 0.3 ms. 
This confirms that (1) all event locations in the cluster 
are very near each other and (2) relative arrival times 
can be determined with accuracies of at least a third of 

the sampling interval which is I ms. The limits of un- 
certainty which can be reached is primarily determined 
by waveform similarity, not by the sampling rate [Bokel- 
mann, 1995b]. The quantity ts•- tp = D f(/31, c•), with 
f(/31,c•) -- [1//•1 - 1/c•], which is computed for each 
event, depends on the source-receiver distance D and 
on medium velocities/31 and c•. Since D and the latter 
are unrelated quantities, we infer from the constancy 
of t$1 -t? for all events in cluster 1 that both D • 
const and f(/3•, c•) , const= c. The former means that 
distances vary by < 2 meters. The latter imposes a con- 
dition relating the variations of c•(t) and /31(t). If we 
write c•(t) = c•(0) + Ace(t) and/3• (t) =/3• (0)+ A/3• (t), 
we obtain 

I q- C•1 (0) 
(t), (a) 

I - c/• (0) 

which suggests Ace(t) m 2.4A/3•(t). However, this can 
be explained more naturally, if both c•(t) and/31(t) are 
constant. After all, the constancy of f(/•l, o•) for vary- 
ing c• and /3• may not be coincidental. Therefore it 
appears more likely that the temporal change occurs in 
the slower shear velocity/32. 

Observed shear wave splitting delays show a remark- 
able decrease, which is statistically significant. With 
estimates of ts• - t• and ts2 - ts• we obtain estimates 

of 5/• from equation (1) using r/ - x/•. The time de- 
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Event Comparison after Fitting: 352152715 (solid) and 352035125 (dashed line),D•fference: -0.32 +/- 0.06 msec 
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Figure 8. Illustration of the waveform matching technique for determining relative delays 
between two seismograms. Overlaying two three-component seismograms allows determination 
of the relative splitting delay A(t$2 tsz) (rs2 -*ref ref - - -tsz) dashed ms), The •$2)-(t$• (thick line, in 
cross correlation operates on a sliding 15-ms window with a Hanning-type taper. Averaging over 
the windows shows by the vertical dashed lines results in a relative splitting delay A(ts2 - tsz)= 
-0.32 + 0.06 ms. Clearly, this procedure allows subsample accuracy. 

Event Comparison after Fitting: 352051925 (solid) and 352035125(dashed line),Difference: -0.10 +/- 0.03 msec 
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Figure 9. Waveforms and relative splitting delays for another event pair from cluster 1 (24-25). 
The time lag is shown only for the chosen time windows of S1 and S2 (display as in Figure 8). 
After approximate alignment the pair shows "earlier" time delays for both shear wave phases, 
while the example in Figure 8 showed a later S2. This documents an increasing time delay 
between the two shear waves from event to event. 
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Figure 10. Results from cluster 1. (a) A comparison of different sets of is1 - tp values for the 
events in cluster 1. Pluses indicate data from routine manual picking, crosses indicate data from 
an additional attempt using manual picking, and circles indicate values obtained from waveform 
matching. Clearly, the waveform matching produces standard errors, which are at least an order 
of magnitude smaller than those of manual picking, and distance variations of the events in 
cluster 1 are all within 10 meters (see text). (b) Observed values of relative splitting delay as 
a function of time during the experiment assuming r/= x/• (time is given relative to 1994, day 
351 at 2202:15.0 UTC), (c) The shear wave velocity difference in percent as a function of time. 
There is a clear decrease by -• 2% over just 12 hours. 

pendence of that effect is clearly statistically significant 
with a variation of -• 2% within 12 hours. The effect 

of the time window choice has been extensively tested 
insuring that it has only minor influence on the result. 
Hence the method is objective in the sense that its re- 
suits do not contain subjective biases. 

3.1. Error Analysis 

Which errors may affect estimates of 6/• and may per- 
haps cause artifacts? We note that results of •/• are 
also affected by errors in reference event values [see also 
Bokelrnann, 2000]. To understand its influence, con- 
sider that equation (1) is in our procedure used as 

(ts2 - ts)er + X(ts2 - ts) V - (4) -tp) rer+A(t$-tP) r/ ' 

where the first terms in numerator and denominator 

(reference event values) are of size 102 and 103 ms. 
These values carry errors of the order of 1 ms. The other 
terms are of size 10 -• ms and carry errors of 10 -2 ms. 
We are interested in the temporal variation of • be- 
tween two events, say •2 -6fi•. We choose the second 
event as the reference event and develop the denomina- 
tor of •/•2 keeping the first-order term (the next term 
is of order 10-6). Then we see that the temporal varia- 
tion is of size 10 -2 (percent) with errors of order 10 -3 
arising primarily from the errors in A(t$1 - tp). The 
reference events errors enter into the order 10 -4. There- 

fore, the temporal variation of • is not affected by ref- 
erence event errors. On the other hand, the reference 

event errors enter into the offset level of rS/} (absolute 
measurement), say (•/• + •/•2)/2, more strongly by an 
order of magnitude. The imp•ortant^feature is that the 
time dependence of •/•, say •/•2 - 6fi2 is not affected. 

In addition to the larger errors in the relative de- 
lays of the reference event differential arrival times, one 
must check effects of timing errors during the experi- 
ment. Generally, timing errors may be grouped into two 
types, both of which might affect the waveform data of 
our experiment: First, timing might suffer from a con- 
stant offset, and second, there might be a drift in the 
time signal, which would effectively spread or shrink 
the waveform data along the time axis. Since we ex- 
clusively use relative arrival times in this study, errors 
of the first type can not affect our analysis. On the 
other hand, a time drift with constant rate over the 0.6 
s window containing both P and S phases, would spread 
or shrink waveforms and consequently affect estimates 
of ts• - tp and ts2 - ts• similarly by a constant fac- 
tor. That is the case if we use either equation (1) or 
(4). Equation (1) shows that through the quotient, this 
factor would cancel out and the estimates of 6/• are un- 
affected. For the data set in this paper, in fact, we are 
fortunate to have good knowledge of the true timing 
signal during the experiment. Variation in this timing 
signal is only of the order of microseconds. However, 
also in the case of a less-known timing signal, the sug- 
gested type of analysis is robust in the sense that it 
offers at the same time very high accuracies and is also 
insensitive to timing errors, which may easily bias other 
types of studies of time-dependent effects, at least if the 
size of the temporal variations are of the order of only 
a few percent. 
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3.2. Other Clusters 

The same waveform analysis was applied to data from 
the other clusters. For cluster 10, waveform similarity 
is generally somewhat smaller than for cluster 1 (Ta- 
ble 1). Nevertheless, we obtain a similar result: small 
shear wave splitting variations for event pairs with time 
separations of just a few hours. For larger separation, 
splitting delays vary more. Differential times t$1 - tp 
again show a near constancy with time, while splitting 
delays decrease significantly. The 5• clearly varies with 
time consistent with the results of cluster 1, although 
uncertainties are larger for cluster 10. Clusters 1 and 
10 essentially have similar temporal coverage and are 
hence easily comparable: Both consistently show that 
the difference between the two shear wave velocities de- 

creases with time. 

How does 5• behave after the main event? The 
largest remaining cluster, cluster 9, covers a time inter- 
val of 11 hours after the main event. Figure l l shows 
waveforms and relative splitting delays for an exam- 
ple event pair from cluster 9. Waveform similarity for 
events in cluster 9 is remarkable. Visually comparing 
the event pairs, we notice that time variation of shear 
wave splitting is clearly small. This is also apparent 
in the results (Table 1), where uncertainties are very 
small, reflecting the excellent similarity. Variations of 
differential times t$l -tp are never larger than 0.6 ms. 
Also the shear wave delays hardly vary: Temporal vari- 
ation of shear wave splitting in the latter part of the 
experiment is negligible for cluster 9. 

3.3. Total Temporal Variation 

In order to study temporal variations along the total 
duration of the experiment we need to take into account 
the perhaps different absolute level of 5• for different 
clusters. A conservative approac•h of doing this is to fit 
a straight line to the values of 5fi for each event and to 
constrain these extrapolations to coincide in the center 
of overlapping time intervals or the center of the gap 
for nonoverlapping time intervals. This procedure gives 
the temporal variation shown in Figure 12, where the 
adjustment is in agreement with the data for the three 
small clusters covering the transition (Table 1), which 
shows a mild decrease in 5•. The total variation is of 
the order of 2%. Interestingly, the difference of shear 
wave velocities decreases till the main event and stays 
constant after that. Polarization directions do not show 

such systematic changes within clusters, neither for P 
waves nor for the faster S waves. 

4. Discussion 

The main results from this study are (1) that the 
medium properties do in fact vary with time and (2) 
that we may indeed observe such effects. However, it is 
also of great interest to understand the nature of this 
time dependence. We will in the following section dis- 
cuss possible causes for the temporal variation which 
are (1) the injected fluid, and (2) changes in mechani- 
cal stress due to (a) the induced seismicity or (b) solid 

Event Comparison after Fitting: 352212855 (solid) and 352193145(dashed line),Difference: -0.04 +/- 0.04 msec 
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Figure l l. Waveforms and relative splitting delays for an example event pair from cluster 9 
(events 8 and 3). The display is similar to Figure 8. 
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Figure 12. Temporal variation of shear wave splitting over the length of the experiment 
(clusters 1 and 9). See the text for discussion. 

Earth tides. Can any of these factors explain a variation 
of-• 2% in •/• (or alternatively in 

Figure 13 shows the volume of the first Fresnel zone 
for the dominant frequency of 150 Hz, which consists 
of all points giving rise to time delays AT _< T/4 rel- 
ative to the first arrival time. A good approximation 
to the wave field can be made by assuming that only 
this volume contributes to the data [$nieder and Lo- 
maz, 1996]. The volume of that body is approximately 
l08 m 3. Prior to the main event, about 126 m 3 of 
fluid was injected at 9 km depth. We take the most 
favorable view and assume that all fluid propagates 
into the Fresnel volume where it can affect the obser- 

vations. Although unlikely, it gives a viable argument 
about whether the injected fluid can explain the obser- 
vations at all. The 126 m 3 of fluid may change the mean 
fluid content in the volume (mean excess porosity) by 
10 -6. Can such a small change in fluid content cause 
su•ciently large variations in •/? Randomly oriented 
circular cracks as computed from a self-consistent ap- 
proach following O'Connell and Budiansky [1974] would 
require a mean excess porosity of the order of a few per- 
cent to explain the temporal variation of 2%. This is 
4 orders of magnitude larger than can be explained by 
the injected fluid (10-6). Thus the injected fluid cannot 
explain the observed effects, at least if the pore spaces 
are isotropic. In the following section we will be dealing 
with anisotropic pore spaces. 

4.1. Tectonic Release 

The hydraulic fracturing set of a large number of seis- 
mic events with strike-slip mechanism [Zoback and Hat- 

jes, 1997]. These are consistent with the regional stress 
field (NW-SE compression), suggesting that a substan- 
tial fraction of the released seismic energy is due to a re- 
laxation of tectonic stress. Changes of stress differences 
may have a considerable effect on effective anisotropy 
[e.g., Zatsepin and Crampin, 1997], especially when 
fluid-filled cracks are present throughout the medium. 
Events in this study produced stress drops on the order 
of 10 s Pa (bars) and fracture sizes of few tens of meters. 
On the other hand, the sensitivity of relative velocity 
changes with respect to stress changes has been sug- 
gested to be of order 10 -s or even 10 -7 Pa -1 near the 
surface [De Fazio et al., 1973]. A study in southern Ger- 
many using continuous man-made signals [Baisch and 
Bokelmann, 1999] produced an upper bound of 10 -s 
Pa -1 With an average stress drop of several 104 Pa 
(assuming that stress release occurs on a "fault plane" 
throughout the Fresnel volume) we may, in principle, 
explain the magnitude of the observed effects by tec- 
tonic stress change in an anisotropic medium containing 
fluid-filled cracks. This mechanism should also explain 
further characteristics of the observations, namely that 
(1) 5• decreases with increasing stress drop and (2) the 
variation occurs (most likely) in the slower S velocity 
/•2, which is polarized in NW-SE direction. 

Figure 14 illustrates our interpretation. The cracks 
are oriented in or1 direction, perpendicular to or3. Figure 
14b shows that tectonic stress drop causes the normal 
stress on the cracks an = or3 to increase. This leads to 
a flattening of the cracks (decrease of aspect ratio c•). 
Figure 14c presents the results from a model of random 
aligned cracks [Hudson, 1981]. Specifically, the two S 
velocities are shown for a number of aspect ratios. We 
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Figure 13. Closer view of the geometry of the experi- 
ment: A circle of 50 m radius is drawn around the point 
of fluid injection (Hauptbohrung HB); The rays propa- 
gate from the source location, for example, "main" to 
the Vorbohrung VB. The first Fresnel volume (zone) 
is shown for 150 Hz (100 times exaggerated in width). 
The observed shear wave effect can be interpreted as 
being due to contributions from this Fresnel volume. 

see that indeed 5• = • -/• decreases for decreasing 
aspect ratios for all angles which produce considerable 
S wave splitting. Furthermore, this model predicts that 
the slower S wave velocity •2 varies, while • is con- 
stant. We can match the size of the observations by a 
1% change of the aspect ratio if the angle of propagation 
is 45 ø from the symmetry axis. This would be the case 
if the cracks were roughly aligned with the foliation, 
which dips with -• 50 ø to the northeast [Harjes et al., 
1997]. A more vertical orientation of the cracks would 
require larger changes in aspect ratio in this model. 

We illustrated that the nature of the velocity change 
can be explained by a change in mean aspect ratio of the 
cracks. The crack density was chosen as e - 0.05. This 
model is certainly simplistic. A more realistic treat- 
ment would also allow a varying orientation distribu- 
tion of open cracks [e.g., Zatsepin and Crampin, 1997]. 
However, this simple crack model does qualitatively re- 
produce the relevant features of the observed temporal 
variation. 

4.2. Solid-Earth Tides 

Another stress field which we need to address is that 

arising from solid Earth tides, which give rise to periodic 
changes of stress within the crust. These are of the or- 
der of 103 Pa, smaller than the coseismic stress changes. 
However, they act throughout the entire crust. Unfor- 
tunately, the time duration of our experiment was not 
long enough to rule out a periodic change of 5• with 
period of about 1/day and 2/day directly. Therefore 
the possibility of tidal effects cannot be ruled out en- 
tirely given the uncertainties involved. A longer-time 
observation of shear wave splitting using doublet data 
would be an important test to better distinguish this 
effect from tectonic causes. In any case, such a test 
gives a measure for the extent of open compliant cracks 
in deeper levels of the crust. The possibility for such 
a long-time monitoring of seismic velocities has been 
addressed for continuously generated (machine) signals 
from the surface [Bokelmann and Baisch, 1999; Baisch 
and Bokelmann, 1999]. 

4.3. Comparison With Other Studies 

Poupinet et al. [1984] found temporal variations of 
S velocities by • 0.2% before and after a magnitude 
5.9 event in California using a coherence-based method 
operating on full seismograms of events with similar 
waveform. In contrast to our paper, the split shear 
waves were not specifically addressed, but that method 
is also capable of resolving very small time shifts. In 
fact, the size of temporal variation that it suggests is 
similar to the effect in our paper. The ideal approach to 
studying time-dependent variations is certainly the ap- 
proach using doublets to eliminate alternative apparent 
time dependences (distance variation of events; varia- 
tion of focal mechanism), unless there are sources which 
are indeed fixed in space [Bokelmann, 1997]. A num- 
ber of studies have claimed to observe temporal varia- 
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Figure 14. (a) Orientation of maximum and xninimum horizontal compressive stress (O'H, O'h). 
Cracks opening normal to c3 (= c• if c2 vertical) have similar strike as the foliation direction. 
(b) Increase in crack normal stress c, - c3 during a quake, leading to a flattening of the cracks 
(decreasing aspect ratio a). (c) Dependence of S velocities on crack aspect ratio. Decreasing 
aspect ratio a produces a decrease in 6fl for angles larger than 30 ø. Note that the slower $ 
velocity fi2, which is polarized in NE-SW direction, is predicted to vary, while the faster fi• is 
constant. 

tions, mostly in the ratio a/fi [see Lukk and Nersesov, 
1978]. However, observation of small variations poses 
very strong requirements on eliminating errors from dis- 
tance variation and timing, which are very difficult to 
satisfy with other methods than ones based on wave- 
form correlation of doublets. Also for the Anza Gap 
data set, seismic doublets have been used to show that 
temporal variations are at most 5 to 10% [Aster et al., 
1990], which disagrees with large temporal variations 
which were claimed by other researchers [Peacock et al., 
1988; Crampin et al., 1990]; on the other hand, that 

upper bound does not preclude temporal variation of 
the size observed in our study or in that of Poupinet 
et al. [1984]. In our experience, it is often difficult 
to unambiguously determine time delays between fast 
and slow shear wave phases by visual inspection of a 
single three-component seismogram. In fact, initial esti- 
mates of shear wave splitting from our data, which were 
based on visual analysis also showed large excursions. 
After allowing only clusters of doublets and perform- 
ing the objective procedure, temporal variations almost 
vanished and the stable smaller-scale pattern emerged. 
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5. Conclusions 

The main result of this study is that shear wave split- 
ting has been observed to vary with time at a depth level 
of 4 to 9 kin. The analysis procedure is objective in 
the sense that subjective influences are eliminated; im- 
portantly, the procedure is able to determine temporal 
variations of the relative shear wave velocity difference 
with very high accuracies (• 10-4). The anisotropy it- 
self, as documented by shear wave splitting, has a size 
of ~1% and is generally consistent with previous ob- 
servations. Intriguingly, shear wave splitting decreases 
for ~ 12 hours and is essentially constant afterward. 
No assumption is made that the events are colocated. 
Nevertheless, the analysis showed that the events actu- 
ally do occur very close to each other, confirming the 
hypothesis of similar events. No progressive change of 
source location is apparent from either the time delays 
nor the P wave polarizations. 

It is interesting that the change in medium configu- 
ration occurs apparently almost instantaneously, with 
a lag of at most a few hours. The injected fluid volume 
cannot explain the temporal change by itself. On the 
other hand, the effect of the stress drop due to induced 
seismicity may possibly explain the data if fluid-filled 
cracks are present at depth larger than 4 kin. A longer- 
time experiment in a deep borehole as KTB would help 
to further understand the mechanisms of temporal vari- 
ation in the Earth's crust. 
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