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Azimuth and Slowness Deviations from the GERESS Regional Array 

by  G 6 t z  H. R. B o k e l m a n n  

Abstract For high signal-tu-noise ratio events, body-wave travel times at GERESS 
stations are well fit by a plane-wave model corresponding to travel t ime uncertainties 

of  about 1/100 sec. Slownesses obtained in this study are accurate to about 0.5 sec/ 
deg, while azimuth uncertainties are about 2 ° for regional events and about 5 ° for 
teleseismic nuclear events. For  illustration, we demonstrate performance for Nevada 
and Tuamotu nuclear tests and for regional events f rom Poland. Unbiased measure- 
ment requires array topography (about 200 m for GERESS) to be taken into account. 
If  ignored, these elevation variations give rise to a systematic shift of  about 0.6 sec/ 
deg to eastern directions, which is almost independent of  source location. In principle, 
arrays extending in vertical direction ("3D array") can measure the vertical slowness 

and hence local material velocity c. For GERESS, we find c ~-- 5.2 km/sec. 
Compared with given accuracies, the regional GERESS array finds statistically 

significant deviations of  slownesses and azimuths. These may be used to investigate 

lateral heterogeneity at regional scale. 

Introduction 

Seismological arrays are primarily important in the con- 
text of detection, location, and identification of seismic 
events. Their use was first proposed in the Geneva Confer- 
ence in 1958, and since then, arrays have been installed in 
most regions around the world. Initially, the emphasis of this 
program was on arrays optimized to detect weak signals at 
teleseismic distances. The arrays satisfying this need were 
typically rather large in size, up to several hundred kilome- 
ters (LASA, NORSAR). More recently, within the negotia- 
tions toward a Comprehensive Test Ban Treaty, attention 
shifted to seismic detection at regional distances (up to 3000 
km). Regional detection requires a different array design, 
optimized to detect phases propagating at regional distances. 
The new type of "regional array" is usually characterized by 
apertures of just a few kilometers. A prototype array is NO- 
RESS in Southern Norway (Mykkeltveit et al., 1990) with 
an aperture of about 3 kin. Other examples are the associated 
arrays ARCESS and FINESA and the slightly larger GERESS 
array (Harjes, 1990). 

Large amounts of data from both the older teleseismic 
arrays and the newer regional arrays are available; in this 
article, the latter type is discussed. Event location and iden- 
tification at regional distances is usually a prime focus of 
array analysis, but these data are also applicable to the char- 
acterization of Earth's heterogeneity. 

In general, the distinguishing feature of arrays is the 
capability of measuring components of the slowness vector 
p for individual seismological phases. Each component, Pl, 
of this vector represents the slowness (velocity-1), dT/dxi, in 
direction xi. The length Pil of the horizontal projection, called 

"ray parameter" or horizontal slowness, directly represents 
the reciprocal velocity at the turning point of a ray in a 1D 
medium. While Pil has been used extensively to infer average 
1D Earth structure, the angle of the horizontal projection 
with the northern direction gives the back azimuth, which, 
in the absence of lateral heterogeneity, is the source-receiver 
great-circle direction. For events with known source loca- 
tions, however, azimuth deviations of several degrees from 
the reference model are typical for most arrays. For different 
arrays, such anomalous effects were qualitatively ascribed 
to lateral heterogeneity in the lower mantle (Davies and 
Sheppard, 1973; Weichert, 1972), the crust and upper mantle 
(Berteussen, 1975; Faber et al., 1986; Okal and Kuster, 
1975), and a sedimentary layer under the respective array 
(Kdiger and Weber, 1992). 

Clearly, slowness data may contain important infor- 
mation about lateral heterogeneity of the Earth. Until very 
recently, however, there were no attempts to use azimuth 
and slowness information quantitatively, namely, in formal 
inversions. However, these quantities are particularly attrac- 
tive for quantitative purposes, since they offer constraints on 
the Earth model that differ fundamentally from those given 
by travel times or amplitudes. In the ray-theoretical limit 
(Cerveny, 1987), the horizontal slowness vector has partic- 
ular significance, since it is linearly related to lateral gra- 
dients of reciprocal velocity. The slowness vector also 
describes the kinematics of the ray. While essential charac- 
teristics of such inversions have been shown (Hu and Menke, 
1992; Bokelmann, 1993), applications to data are rare. In 
preparing for such applications, we must first assess whether 
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observed slowness and azimuth values deviate significantly 
from reference model values. Particularly for smaller arrays, 
the measurement accuracies might be large enough to render 
observed slowness deviations insignificant. 

Extracting (Px, Py, Pz) from waveform data is an inverse 
problem itself. In this article, the slowness estimation for a 
number of events with good signal-to-noise ratio is studied, 
using data from known source locations (nuclear events from 
Nevada and Tuamotu and regional mining-induced events 
from Poland) to eliminate mislocation uncertainty and the 
scatter from colocated events to check the uncertainty (ac- 
curacy). For these events, significant deviations can be at- 
tributed to lateral heterogeneity. The question of slowness 
accuracy is closely related to the achievable source-location 
accuracy and is therefore of interest also for characterizing 
source-location capability. 

In addition to the slowness vector components estimated 
using array data, particle motion polarizations from three- 
component instrument data also permit an estimate of the 
back-azimuth 0 (Harris, 1990). In our experience, their as- 
sociated measurement accuracy is quite good too (about 4°), 
given events with good signal-to-noise ratio. However, the 
polarization vector may systematically deviate from the 
slowness vector due to anisotropy and the free surface. This 
is extensively discussed in Bokelmann (1995); therefore, 
three-component data will not be considered in this article. 

The GERESS Array 

The German experimental seismic system (GERESS) 
(Harjes, 1990), shown in Figure 1, is a regional array with 
an aperture of about 4 km. In this article, data from 25 sta- 
tions with 1 Hz vertical short-period instruments are used, 
sampled at 40 Hz (solid circles). Five stations also have col- 
ocated short-period three-component instruments, in one 
case with an additional broadband three-component instru- 
ment. The array is located in Eastern Bavaria, Germany, in 
a hilly region on a granitic outcrop of the Bohemian massive 
(A0 is located at 13042'07 " E and 48°50'12 " N). The topo- 
graphic variation across the array is about 200 m. 

Figure 2 shows a waveform example (event 6 of Table 
1) recorded on the 25 vertical component stations of the 
GERESS array, a French nuclear explosion on Fangataufa on 
the Tuamotu Archipelago, South Pacific, at 154 ° distance. 
To better illustrate the high spatial coherence of the data, 
time shifts across the array have been corrected. Particularly 
the first 2 sec of the waveform show good spatial correlation. 

0.000 5.000 10.000 
1990 .318 

The standard method for estimating slowness vector 
components from such array data is the wavenumber spec- 
trum technique, which is often used in automatic procedures 
(Fyen, 1987; Harjes et al., 1993). This technique uses the 
full waveform information explicitly. However, extraction 
of the slowness vector can be demonstrated more easily us- 
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Figure l. Station locations and elevations (labels) 
of the GERESS array in Southeastern Germany in me- 
ters. Filled circles show the 25 vertical short-period 
instruments used in this article, and the triangles and 
rectangles show the three-component instruments. 
Topographic variation across the array of about 200 
m is shown by contour lines (increment of 25 m), with 
dashed lines for elevations below 1000 m. The num- 
ber after the station name gives instrument elevation 
(located in vaults) relative to 1000 m, the first solid 
contour. 
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Figure 2. Waveform data from a French nuclear 
test on Fangataufa, Tuamotu, South Pacific (event 6 
in Table 1; bandpass at 0.1 and 2.5 Hz). Time shifts 
across the array were corrected to illustrate the good 
coherence of the PKP waveform. For this example, 
the mean time residual after plane-wave fitting is 0.01 
sec, well below the sampling interval of 0.025 sec. 
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Table 1 

Events Used in This Study (Known Source Locations) 

Number Year:Day Time Latitude Longitude M a g .  Location Phase pxl(secldeg) py/(secldeg) 

Teleseismic events 
1 1990:285 17.30.00.08" 37.26 ° N* 116.48 ° W* 5.6* Nevada P -3.06 + 0.49 3.78 --- 0.45 
2 1991:094 19.00.00.0'* 37.296 ° N** 116.313 ° W** 5.6** Nevada P -2.80 4- 0.44 3.55 _+ 0.34 
3 1991:257 19.00.00.05"* 37.226 ° N** 116.428 ° W** 5.5** Nevada P -2.70 + 0.26 3.49 ___ 0.22 
4 1991:291 19.12.00.00"* 37.063 ° N** 116.045 ° W** 5.2** Nevada P -2.95 ___ 0.43 3.31 + 0.37 
5 1990:153 17.29.59.0" 21.82 ° S* 138.94 ° W* 5.3* Mururoat PKP -2.09 ___ 0.56 2.18 _+ 0.43 
6 1990:318 18.11.58.4" 22.20 ° S* 138.84 ° W* 5.6* Fangataufa'~ PKP -2.16 ___ 0.35 2.45 _+ 0.27 
7 1990:325 16.59.58.4" 21.90 ° S* 138.98 ° W* 5.4* Mururoat PKP -2.00 + 0.26 2.43 +__ 0.20 
8 1991:138 17.14.58.53"* 21.832 ° S** 139.014 ° W** 5.1"* Mururoa-~ PKP -1.76 + 0.23 2.56 + 0.21 
9 1991:149 18.59.58.24"* 22.256 ° S** 138.794 ° W** 5.5** Fangataufal- PKP -1.98 + 0.29 2.67 + 0.25 

10 1991:165 17.59.57.86"* 21.944 ° S** 138.988 ° W** 5.2** Mururoat PKP -1.77 + 0.29 2.18 ___ 0.25 
11 1991:196 18.09.58.33"* 21.877 ° S** 138.963 ° W** 5.3** Mururoat PKP - 1.61 _+ 0.38 2.02 + 0.45 

Regional events 
12 1991:059 15.29.40t'~ 51.426 ° N-~-~ 16.243 ° E]t  3.%:~ Poland Pn 6.07 +_ 0.46 11.65 -4- 0.34 
13 1991:120 03.40.36tt 51.409 ° N'~]- 16.264 ° E1t 3.4:~ Poland Pn 5.69 ___ 0.27 11.61 +_ 0.21 
14 1991:143 19.42.54~t 51.428 ° Nt'~ 16.242 ° E]~ 4.0:~ Poland Pn 5.08 ___ 0.64 10.49 + 0.63 
15 1991:191 23.57.16~t 51.424 ° N'~t 16.217 ° Et'~ 3.3§ Poland Pn 6.20 ___ 0.26 11.26 + 0.29 
16 1991:222 05.23.48t'~ 51.428 ° N t t  16.242 ° E t t  3.9I~ Poland Pn 6.55 _+ 0.60 11.22 ___ 0.53 
17 1991:252 18.36.57t]" 51.414 ° Nt~ 16.220 ° E~t Poland Pn 6.36 +__ 0.24 10.99 ___ 0.21 
18 1991:327 01.06.20t] 51.428 ° Nt1 16.243 ° E~~ 3.9§ Poland Pn 6.72 __. 0.40 11.14 -4- 0.29 

*ISC (rob). **PDE (nab). tDSIR, ttPOL. :~KRA (mL). :~:~VKA (mL). §GRF (mL). 

ing the s impler  approach of  extract ing travel  t imes ~ f rom 

the wavefo rms  and fitting predicted t imes of  a plane wave,  

T / =  to - p . r .  (1 )  

to these. This is a l inear inverse p rob lem for  the reference 

station t ime to and the s lowness vector  p = (Px, Py, Pa), here  

defined posi t ive  f rom station to source. The  te rm r i is the 

locat ion vector  o f  the ith station, including its elevat ion.  For  

the high s ignal- to-noise  ratio events  in this study, we  expec t  

that the results wil l  not  differ  significantly f rom the results 

of  the w a v e n u m b e r  spect rum technique.  

W e  tested different  cri teria for travel  t ime extract ion on 

a large number  o f  events,  based on ei ther a f ixed posi t ion in 

the w a v e f o r m  (onset, max imum,  min imum,  zero crossing) 

or  by correlat ing parts o f  the w a v e f o r m  (cross-correlat ion,  

visual  correlation).  Us ing  the interact ive t ravel  t ime p icking 

facil i ty o f  the RONAPP sof tware package  (Fyen, 1987) and 

subsequent  p lane-wave  fitting, we  find smallest  residuals for 

cross-correlat ion methods.  Compared  with the cross-corre-  

lation method,  visual  correlat ion offers added flexibil i ty in 

choos ing  window lengths. Select ing the main  c o m m o n  fea- 

ture in the first second of  the raw w a v e f o r m  data used for 

Figure  2, we obtained a mean  t ime residual o f  0.01 sec. Note  

that this mean  residual  impl ies  accuracies  substantially better  

than the sampling interval  o f  0.025 sec. That  is consistent  

wi th  formal  uncertaint ies for cross-correlat ions (Bokelmann,  

1992), which  can reach values o f  one-tenth o f  a sample  in- 

terval  depending  on the s ignal- to-noise  ratio. For  good sig- 

nal- to-noise ratio, the sampling rate is not  the l imit ing factor, 

but w a v e f o r m  distortions (e.g., f rom noise  contaminat ion  or  

f rom physical  effects),  such as scattering f rom near- receiver  

heterogenei ty ,  are the l imit ing factor. Further  discussions of  

travel  t ime extract ion are found in Weicher t  (1975). 

Uncertaint ies  o f  p f rom S V D  

Equat ion  (1) describes a " fo rward"  p rob lem t = A x  

with mode l  parameters  x = (t  o, Px, Py, Pz) r. Using  the singular 

value  decompos i t ion  A = U A V  r, an est imate o f  the mode l  

vector  is x = V A - 1 U r t  (Menke,  1984), where  A is a diag- 

onal  matr ix conta ining the singular values.  This  approach is 

not  equiva len t  to the static correct ions approach. The  latter 

solves for  Px and py and approximates  the effect  o f  topog-  

raphy by account ing for delays along a vert ical  path only. 

The  static correct ions approach is an approximat ion  for ar- 

rays with extent  much  larger  in the horizontal  than in the 

vert ical  direction.  Correct ly ,  that approach would  require the 

inc idence  angle  to be  known.  Otherwise ,  it poses  a nonl inear  

inverse problem. The s imple  approach of  equat ion (1), on 

the other  hand, does not  invo lve  any approximat ions  o f  that 

kind. In our  l inear  problem,  we  can identify the contr ibut ion 

o f  the individual  s ingular  values.  An  example  is shown in 

Table  2, which  contains  the singular values  and the co lumns  

of  the e igenmatr ix  V for  the travel  t imes o f  the even t  in 

Figure  2. W e  see that three of  the four  singular values are 

o f  the same order o f  magni tude,  but  the fourth is an order  

o f  magni tude  smaller.  The  e igenvec tor  for that last singular 

value  describes the influence o f  only the vert ical  s lowness  

Pz on the data. This  general  feature, which  occurs  for all 

events  in the study, is a reflect ion o f  the fact that Pz is more  

difficult  to resolve  than the other  parameters ,  since it con-  

tributes an order  o f  magni tude  less to the data, since eleva-  
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Table 2 
Singular Values and Right Eigenvectors of A 

Singular Value nr 1 2 3 4 
Singular Value 5.465 3.37 ] 2.351 0.189 

E i g e n v e c t o r  nr  1 2 3 4 

t o - 0 .5 (~4  0 . 3 6 3  - 0 . 7 3 4  0 . 1 0 2  

p .  0 . 0 2 7 2  0 . 9 0 4  0 . 4 2 5  - 0 . 0 0 8  

py - 0 . 8 2 1  - 0 . 2 2 2  0 . 5 2 4  0 . 0 2 0  

p~ - 0 . 0 7 5  0 . 0 2 5  - 0 . 0 6 7  - 0 . 9 9 4  

tion variations across the array are an order of magnitude 
smaller than the array aperture. 

The solution x depends on the number of singular values 
2j (diagonal elements of A) included in the inversion. Gen- 
erally, the fit to the data t improves when more singular 
values are included. Also, the resolution of individual model 
parameters x increases. On the other hand, the model co- 
variance matrix 

C = VA-2V r (2) 

shows generally increased variance for the model parame- 
ters, if small singular values 2j are incorporated in the so- 
lution. This is the well-known trade-off problem between 
resolution and variance, which is typically studied for the 
decision of whether certain model parameters are included 
in the inversion. Before we address the question of whether 
Pz should be included in the inversion to improve the deter- 
mination of Px and p~, we study implications of Pz itself. 
Given Px, Py, and Pz, we can directly compute the local prop- 
agation velocity c = 1/]p~ + p2y + p2z. This local velocity 
can, in principle, be constrained from a single good event, 
in which all three slowness vector components are con- 
strained. This does not even require knowledge of the source 
location. Figure 3 shows a histogram of c estimates for first 
arrivals from a larger set of 108 events covering all azimuth 
and distance ranges. These values scatter considerably 
around the peak, which is at c = 5.2 km/sec. The histogram 
is not well fit by the standard Gaussian curve, but a distri- 
bution consisting of two added Gaussians with parameters 
cl = 5.2 + 0.15 km/sec and c2 = 5.7 ___ 1.5 km/sec fits 
the data, suggesting two different populations. Surprisingly, 
for a subset of the events, apparently with favorable condi- 
tions, we obtain the estimate c = 5.2 km/sec with very tight 
bounds, but the uncertainty for the majority of the events is 
better characterized by the standard deviation ~r = 1.5 km/ 
sec. What distinguishes the subset with tighter distribution 
from the larger one is not clear. A few outliers can be iden- 
tified as associated with large uncertainty and/or unphysicat 
results (positive Pz). 

The peak value of c = 5.2 km/sec is a rather reasonable 
value for the array, since it should represent an average ve- 
locity for the array subsurface (fresh and weathered granite, 
gneiss). This obtained value is the appropriate choice, for 
example, when converting from slowness PIt to incidence an- 
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Figure 3. Histogram of local velocity estimates c 
= l/~/p~ + p2 r + p~ from a larger set of 108 regional 
and teleseismic events. The peak value is at 5.2 km/ 
s e e .  

gle sin -] (cpzt). The waveform data (Table 1), discussed in 
the following section, contain regional and teleseismic 
events with apparent velocity ranging from 8 to 30 km/sec. 
Although the two signal types differ substantially in apparent 
velocity, the distributions for c are indistinguishable. 

Slowness Est imates and Bias 

Does accounting for Pz improve estimates of Px and py? 
Instead of deciding ad hoc whether to include Pz in the in- 
version, we compare results for both cases in the following 
section. Table 1 gives origin time, location, body-wave or 
local magnitude, and estimates of horizontal slownesses of 
18 events, which are used in the following to discuss slow- 
ness estimation capability. Information for the teleseismic 
events is from ISC, PDE, and the Department for Scientific 
and Industrial Research (DSIR), New Zealand. For the re- 
gional events, the location information is from the Polish 
Bulletin, and magnitude estimates are from individual sta- 
tions at Krakow (KRA), Vienna (VKA), and Gr~ifenberg 
(GP.F). 

Teleseismic Events 

Events 1 through 4 in Table 1 are U.S. nuclear tests 
detonated in Southern Nevada; events 5 through 11 are 
French tests from the South Pacific. Slowness components 
Px and py are shown in Figure 4a for the two regions with 
individual error bars indicating one standard deviation. 
These results are from an inversion for the four parameters 
(to, Px, Py, Pz), thereby accounting for array topography. Note 
that for each region the (Px, Py) estimates cluster tightly and 
that nearly all of the confidence regions overlap. While the 
theoretical back azimuth of 322.1 ° (line) is within the spread 
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Teleseismic Events Regional Events 
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Figure 4. Results for the horizontal slownesses (p~, py) in  sec/deg for ((a) through 
(c)) teleseismic events (1 through 11 in Table 1) on the left and ((d) through (f)) regional 
events (12 through 18 in Table 1) on the right. The results on the top ((a) and (d)) are 
from inverting for (to, Px, Pr, P~)" Significant deviations from theoretical predictions are 
found for all three source regions, with the strongest effect being the clear azimuth 
offset of about 9 ° for the South Pacific events. The middle row ((b) and (e)) shows 
results from inversion for (t 0, Px, Py), ignoring topography. The estimates are displaced 
to the southeast, which shows the bias from ignoring topography. The bottom row ((c) 
and (f)) is from restricting the full inversion to three singular values, with results very 
similar to the middle row. The omitted fourth singular value almost completely de- 
scribed the effect of Pz- 



Azimuth and Slowness Deviations from the GERESS Regional Array 1461 

Table 3 
Mean Azimuth and Slowness Deviation for Each Source Region 

Region Pred. 0 Obs. Mean 0o~ Pred. Pll Obs. Mean/51~b~ 
IO - Oob~l* 

ao 

Nevada  322.1 ° 320.8  ° + 1.8 ° 5.13 sec/deg 

Tuamotu  310.7 ° 320.9  ° + 3.0 ° 3.13 sec/deg 

Poland 31.7 ° 28.5 ° + 2.1 ° 13.75 sec/deg 

4.56 sec/deg _+ 0.21 sec/deg 

3.04 sec/deg + 0.26 sec/deg 

12.75 sec/deg + 0.50 sec/deg 

0.7 

3.4 

1.5 

2.7 
0.3 
2.0 

* Signif icant  deviat ions o f  az imuth and  s lowness (larger than the scatter a)  are shown in boldface.  

of observed azimuths for Nevada (distance 83 ° ) of 318 ° to 
322 °, the predicted horizontal slowness Pll = 5.13 sec/deg 
(for IASP91-model of Kennett and Engdahl, 1991) is not 
located within the range of observed values of 4.41 to 4.86 
sec/deg. Table 1 gives average azimuth and slowness for the 
Nevada events as 320.8 ° + 1.8 ° and 4.56 sec/deg + 0.21 
sec/deg. Compared with predicted values, this suggests a 
statistically significant deviation in slowness, but not in az- 
imuth. For the Tuamotu Archipelago events, back azimuths 
are in the interval 316 ° to 326 ° and deviate clearly from the 
predicted back azimuth of about 311 °. Table 3 indicates that 
this azimuth deviation is significant at 3.4 a, while the slow- 
ness deviation is not. While the Nevada events experience a 
significant slowness deviation, the Tuamotu events experi- 
ence significant azimuth deviation. This indicates that the de- 
viations cannot be caused by systematic biases of the inver- 
sion procedure but are true effects of lateral heterogeneity. 

Figure 4b shows the results from inversion for (t 0, Px, 
py), which ignores topographic variation across the array. 
The standard deviations ofpx and py are about the same size 
as before, but the estimates of Px and py' show a bias: they 
are displaced systematically to the southeast. If  we truncate 
the full inversion at three singular values, we obtain Figure 
4c, which is essentially the same as Figure 4b. This is ex- 
pected, since the previous discussion (Table 2) showed that 
the smallest singular value, which is omitted here, controls 
almost exclusively the contribution ofpz. 

Regional Events 

Now we inspect similarly (Px, Py) estimates for regional 
data. Events 12 to 18 in Table 1 are a set of regional events 
from Poland, all of which are mining-induced events from 
the same source area Rudno at distance 340 kin. Error bars 
for individual slowness component estimates vary between 
0.2 to 0.6 sec/deg, which is comparable to those for the te- 
leseismic events in Figures 4a through 4c. Also for these 
regional events, estimates ofpx and py (Fig. 4d) deviate from 
predicted values, in azimuth but particularly in slowness. 
This is an effect that has previously been observed by 
Schweitzer (1992, personal comm.). Table 3 shows that both 
the observed azimuth and slowness deviations are signifi- 
cant. The scatter of azimuth and slowness estimates in Table 
3 is comparable to formal errors obtained for individual 
events, suggesting that the error procedure of the inversions 

is not only internally consistent but also gives us appropriate 
uncertainties. There is one outlier with large error bars (event 
14). Since it appears in all inversions, it is not a feature of 
the inversion method but of the data set. Such large apparent 
uncertainty is suspect if sufficient care was taken in deter- 
mining the travel times. In this case, the error may be caused 
by timing errors during the early stage of deployment of the 
array. Formal errors, in fact, are an excellent tool for quality 
control of the data. Figures 4e and 4f show deviations from 
the result of the full inversion, similar to the teleseismic 
examples. 

Testing the Topographic Effect 

We can test whether topography causes the different 
results of the full and the (Px, py)-only inversions in Figure 
4, by predicting the pattern for synthetic data, assuming a 
local velocity of 5.2 km/sec. For a set of regularly spaced 
events, Figure 5 gives the effect of ignored topography on 
Px and py (slowness window of the teleseismic example of 
Fig. 4). The maximum effect at steep incidence is a shift of 
about 0.6 sec/deg in southeastern direction (106°), which 
corresponds well with the differences in Figure 4. The ele- 
vations in Figure 1 show that the prominent topographic 
feature is a ridge crossing the center of the array from SW 
to NE. Also, the SE is at lower elevation than the NW. This 
asymmetry induces the observed pattern of Figure 5. The 
arrows are essentially perpendicular to the direction of the 
topographic ridge on Figure 1. Their eastward direction is 
an effect of the elevation difference between NW and SE. 
Ignoring topography, an average plane wavefront fit to the 
travel times is therefore tilted to the west, causing the arti- 
ficial eastern component of the horizontal slowness. The reg- 
ularity of the pattern results from averaging over the whole 
array for each event. For larger slownesses, the effect slowly 
decreases and scatters in azimuth. 

Discussion 

In this article, we tested the slowness estimation capa- 
bility of regional arrays and found that estimates of Px and 
py can be fairly accurate, with mean uncertainties in this 
study of 0.35 sec/deg. These uncertainties can be seen as 
typical for scientific studies, where events with high signal- 
to-noise ratio are carefully processed. They are associated 
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Topographic Effect on Slowness Vector 
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Figure 5. The effect of (ignored) GERESS topog- 
raphy on slowness vector estimates, a shift to the 
southeast (~106  °) of up to 0.6 sec/deg, almost inde- 
pendent of the source location. For larger slowness, 
the effect decreases, and angles of the shift scatter. 

with slowness uncertainties of 0.5 sec/deg. Azimuthal un- 
certainties depend on epicentral distance and are about 2 ° 
for regional events and 5 ° for teleseismic events. 

We established that array mislocation effects from sev- 
eral source regions are significant. The strongest effect in 
this study occurs for Tuamotu revents, with back azimuths 
deviating by about 10 ° to more northern directions. Events 
from Nevada and Poland give rise to smaller anomalies; 
however, their slowness deviations are also significant, even 
at the 2a level. Although paths under the receivers are sim- 
ilar for events from Nevada and Tuamotu, they are perturbed 
differently: slowness deviations for Nevada and azimuth de- 
viations for Tuamotu. Since such different behavior is dif- 
ficult to explain by lateral heterogeneity under the receivers 
alone, distant heterogeneity is apparently involved. There are 
in fact stronger azimuth deviations than those presented in 
this article. However, the chosen set of events is not affected 
by source mislocation and is therefore ideally suited for our 
study of slowness estimation capability. 

These results are encouraging the use of regional arrays 
for characterizing Earth's heterogeneity. Of course, the char- 
acteristic deviations in these data may also be used to remove 
certain biases from regional source locations, such as the 
biases from lateral heterogeneity and array topography. For 
events in this study, both effects are about the same size. We 
showed that ignoring topography, or correspondingly the 
vertical slowness, introduces artificial array mislocation el:- 

fects for all three regions, which amounts to a shift in ap- 
proximately southeastern direction of up to 0.6 sec/deg. Ac- 
counting for elevation changes, GERESS acts as a 3D array 
and supplies a direct estimate of the local velocity under the 
array, which is 5.2 km/sec. 
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