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Abstract—We present results from ambient noise tomography

applied to temporary seismological stations in the easternmost part

of the Alps and their transition to the adjacent tectonic provinces

(Vienna Basin, Bohemian Massif, Southern Alps, Dinarides). By

turning each station into a virtual source, we recover surface waves

in the frequency range between 0.1 and 0.6 Hz, which are sensitive

to depths of approximately 2–15 km. The utilization of horizontal

components allows for the analysis of both Rayleigh and Love

waves with comparable signal-to-noise ratio. Measured group wave

dispersion curves between stations are mapped to local cells by

means of a simultaneous inverse reconstruction technique. The

spatial reconstruction for Love-wave velocities fails in the central

part of the investigated area, and we speculate that a heterogeneous

noise source distribution is the cause for the failure. Otherwise, the

obtained group velocity maps correlate well with surface geology.

Inversion of Rayleigh-wave velocities for shear-wave velocities

along a vertical N-S section stretching from the Bohemian Massif

through the Central Alps to the Southern Alps and Dinarides

reveals a mid-crustal low-velocity anomaly at the contact between

the Bohemian Massif and the Alps, which shows a spatial corre-

lation with the P-wave velocity structure and the low-frequency

component of the magnetic anomaly map. Our study is validated by

the analysis of resolution and accuracy, and we further compare the

result to shear-wave velocity models estimated from other active

and passive experiments in the area.

1. Introduction

Ambient noise tomography (ANT) has become a

standard tool among seismologists for subsurface

characterization. The method relies on extraction of

signal, predominantly surface waves, from continu-

ous seismic recordings, without the need of any

active or well-defined sources. Although the initial

idea dates back to AKI (1957), the technique has

become particularly popular over the last 10 years

due to the availability of massive amounts of digital

seismological data from all over the world, further

theoretical developments (e.g., LOBKIS and WEAVER

2001; SNIEDER 2004; WAPENAAR 2004; ROUX et al.

2005), and the availability of data processing tools. A

good overview and practical introduction to ANT has

been given by BENSEN et al. (2007). ANT proves to be

very successful in recovering surface waves that

constrain the structure of crust and uppermost mantle.

Over the last decade, there have been applications to

many if not most parts of the world, beginning with

Mexico (CAMPILLO and PAUL 2003) and California

(SHAPIRO et al. 2005). Surface waves readily emerge

from long-term waveform correlation of ambient

noise. This is much less the case for body waves,

since their already weak amplitudes are further

downweighted by the stacking procedure employed,

and because of a much less-suited source distribution

(e.g. FORGHANI and SNIEDER 2010). Nonetheless, body-

wave reconstruction from regional and teleseismic

earthquakes as well as from ambient noise has been

demonstrated by several studies (e.g. DRAGANOV et al.

2009; LANDES et al. 2010; SCHIMMEL et al. 2011a;

NAKATA et al. 2014, 2015; OLIVIER et al. 2015).

Historically, applications of ANT grew out of the

global seismology community, fuelled by the avail-

ability of continuously recording broadband

instruments all over the world. The main results are

frequency-dependent Rayleigh-wave velocity maps

covering large tectonic provinces or entire continents,

e.g., California (SHAPIRO et al. 2005), the Pacific

Northwest (MOSCHETTI et al. 2007; YANG et al. 2008),

Tibet (YAO et al. 2006), South Korea (CHO et al.

2006), Europe (VILLASENOR et al. 2007; YANG et al.

2007; VERBERKE et al. 2012), and New Zealand (LIN

et al. 2007). STEHLY et al. (2009) have applied
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ambient noise interferometry for Central Europe and

subsequently deduced Moho depths for the Alps from

their results. In the Western Alps, FRY et al. (2010)

combined ANT with the simultaneous estimation of

crustal anisotropy. MACQUET et al. (2014) introduced

a non-linear inversion scheme to invert for a 3D

shear-wave velocity model of the heterogeneous crust

below the Pyrenees. Beside these regional-scale

applications, several studies have demonstrated also

the applicability of ANT for local targets (BUSSAT and

KUGLER 2009; PICOZZI et al. 2009; dE RIDDER and

DELLINGER 2011; NAKATA et al. 2011, BEHM et al.

2014).

In this paper, we present results from a regional

deployment in the Eastern Alps of Austria. During

the ALPASS project, 32 short-period and 25 broad-

band stations recorded continuously from May 2005

to May 2006 in a 350 by 250-km wide area (Fig. 1).

Data from the ALPASS project were subject to

teleseismic tomography (MITTERBAUER et al. 2011)

and receiver function studies (BIANCHI and BOKEL-

MANN 2014; BIANCHI et al. 2014, 2015). Our study

aims at extracting surface waves from the continuous

recordings; for that purpose, we combine the

ALPASS data set with stations from the CBP

deployment (DANDO et al. 2011) in the easternmost

part of Austria. Several other passive experiments

have been conducted in adjacent areas recently and

provide information on the crustal structure based on

ANT. LI et al. (2010a) and (2010b) calculate both

Rayleigh and Love-wave velocity maps from 114

stations for the Italian peninsula, and they subse-

quently derive a 3D shear-wave velocity model of the

crust and uppermost mantle. FRY et al. (2010) analyse

ambient noise recorded at the Swiss national network,

especially in light of azimuthal variations of Ray-

leigh-wave phase velocities. RUZEK et al. (2012)

combine receiver function analysis and ANT for the

region of the Bohemian Massif and also derive group

velocity maps for both Rayleigh and Love waves.

REN et al. (2013) investigate the CBP data set for the

wider Pannonian and Carpathian region and derive a

comparably well-resolved 3D shear-wave velocity

model of the upper 50 km of the lithosphere based on

Rayleigh waves. Our interpretation of the ALPASS

data set closes a small, but tectonically a significant

gap in the easternmost part of the Alps in-between

these four studies.

Since the Eastern Alpine area has been studied

much less than the other parts of Europe, there are

important open questions that may in principle be

shed light on by an ambient noise study. There is an

interesting variety of tectonic features in this area,

where the Alps meet the Bohemian Massif, the

Carpathians, and the Dinarides, raising questions as

to how the deep structure is associated with surface

geology and tectonics. In the area of the Vienna

basin, the crustal structure is only weakly con-

strained, even though it has a significant societal

importance due to potentially under-estimated seis-

mic hazard (e.g. HINSCH and DECKER 2003) and its

relation to the hydrocarbons in the sediments (BRIX

1993). In addition, the structure below the depths that

ANT can resolve is of great interest, and there are

several models (e.g., LIPPITSCH et al. 2003; MITTER-

BAUER et al. 2011; QORBANI et al. 2015), but no

consensus yet. It is important to better understand the

crustal structure, since it may affect and complement

images of the deeper structure. Our study should also

be seen in the light of the upcoming AlpArray ini-

tiative which aims at large-scale passive seismic

recording in the entire Alpine orogen (KISSLING et al.

2014), because the analysis and review of all existing

data sets should be mandatory prior to new

acquisition.

2. Tectonic and Geologic Setting

The Eastern Alps have formed as a consequence

of the continent–continent collision between the

European and Adriatic-Apulian plates in the Eocene,

and have later been modified by eastward-directed

extension/escape tectonics starting in the late Oligo-

cene (GUTDEUTSCH and ARIC 1988; RATSCHBACHER

et al. 1991), resulting in a complex three-dimensional

seismic structure of the lithosphere. SCHMID et al.

(2004) give a summary on the structure and evolution

of the entire alpine orogen from a plate-tectonic

perspective. Based on recent seismic data and a

wealth of complementary information, BRÜCKL et al.

(2010) present a geodynamic model for the
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easternmost part of the Alps and postulate a

stable continental triple junction in the area of the

south-eastern margin of the Tauern Window.

According to their interpretation, the lithospheric

fragment Pannonia (BEHM et al. 2007; BRÜCKL et al.

2007) got detached from the Adriatic realm during

the extension phase, and its movement to the East

was further facilitated by the Carpathian rollback

(ROYDEN 1993; PERESSON and DECKER 1997).

The investigated area of this study (Fig. 1)

encompasses young and deep sedimentary basins

(Vienna basin, Molasse basin; Fig. 2), old (paleozoic)

igneous platforms (Bohemian Massif), prominent

thrust and strike-slip systems (Northern Alpine

Thrust, Salzach–Enns–Mariazell–Puchberg line,

Periadriatic line, Mur-Mürz line), uplifted

metamorphic core complexes (Tauern Window), and

thick thrust sheets comprising a melange of sedi-

mentary, metamorphic, and igneous rocks

(Penninicum, Alcapa, Southern Alps, Dinarides).

This complex tectonic setting manifests itself in both

a multifaceted map of the surface geology and intri-

cate images of the crust where available (GRAßL et al.

2004; LÜSCHEN et al. 2006; BRÜCKL et al. 2007; BEHM

et al. 2007; BEHM 2009; GRAD et al. 2009; BIANCHI

and BOKELMANN 2014; QORBANI et al. 2015).

3. Data Processing

The ALPASS network operated from May 2005

to June 2006. We use data from the 25 broadband

Figure 1
Geologic/tectonic map of the investigated area (based on BRÜCKL et al. 2010) and location of broadband stations (cyan and green circles).

Small white circles indicate ALPASS short-period stations which are not used in this study. TW Tauern window; VB Vienna basin; nat North

Alpine thrust; semp Salzach-Enns-Mariazell-Puchberg line; vf Vienna basin transfer fault; mml Mur-Mürz line; pal Periadriatic line; mf Malta

fault; lf Lavant Valley fault; sat South Alpine thrust; ct Cicarija fault; id Idria fault; bf Balaton fault
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stations only, since the lower limit of the targeted

frequency range is 0.05 Hz, and is thus below the

natural frequency of the short-period stations (1 Hz

and higher). In addition to the ALPASS network, we

also include 15 broadband stations from the CBP

network (DANDO et al. 2011). Specifications and

deployment duration of the individual instruments are

listed in Appendix. We create virtual source gathers

(BAKULIN and CALVERT 2006) by correlating the

recording of one receiver (the virtual source) with all

others (Figs. 3, 4). Each correlated trace is referred to

as an interferogram (WAPENAAR et al. 2010a; SCHUS-

TER 2010). Data pre-processing and calculation of the

interferograms follow the routines outlined in BENSEN

et al. (2007) and BEHM et al. (2014), and we create

interferograms for the vertical, radial, and transverse

components. The radial direction is defined as the

azimuth from the virtual source to the receiver, and

the transverse direction is radial ?90�. We refer to

BEHM et al. (2014) and LIN et al. (2008) for a dis-

cussion on interferometry of horizontal component

data and requirements for pre-processing.

Pre-processing commences with downsampling of

all recordings to 4 Hz. We estimate the lower

threshold of the usable frequencies from fmin = cmin/

kmax, where cmin is the lowest expected velocity and

kmax the largest expected wavelength. kmax is calcu-

lated as a third of the maximum station spacing

(360 km) to avoid overlap of causal and acausal

arrivals (BENSEN et al. 2007). Assuming a minimum

surface-wave velocity of 2000 m/s, fmin calculates to

0.017 Hz. This is the theoretical value for the lowest

frequency which we expect to recover by interfer-

ometry. However, the average station spacing is

smaller (120 km), and thus the lowest observable

frequency for most station pairs will be larger. Initial

tests show that, even for the smallest station spacing,

spatially coherent noise is restricted to maximum

frequencies of about 0.5 Hz. We apply a zero-phase

bandpass filter ranging from 0.005 to 0.9 Hz to the

data, and amplitudes are temporally normalized by

automatic gain control (AGC) with a window length

of 0.1 s. With regard to the sampling interval

(0.25 s), the short AGC time window effectively

operates as one-bit normalization, but it has the

advantage of being commutative with rotation of the

horizontal components. In case of a receiver array

which is not strictly deployed along a line or a great

circle, the azimuthal variation of the virtual source—

receiver pairs would require the rotation to be applied

Figure 2
Digital terrain model and thickness of tertiary sediments in the investigated area. Superimposed are the locations of used broadband stations

(cyan and green circles). For the Western Molasse and Po Basins, only the maximum thicknesses are indicated

M. Behm et al. Pure Appl. Geophys.



Figure 3
Virtual source gathers for stations of profile ALPASS 1 with D02 (4 panels on the top) and SLO20 (4 panels on the bottom). All three

components (vertical Z, radial R, transverse T) are shown. The red dashed line indicates a linear move-out for a velocity of 3.1 km/s. The

traces are spaced according to their offset to the virtual source station. See text for details
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before the normalization. The implemented form of

the AGC for the horizontal component data (LIN et al.

2008; BEHM et al. 2014) allows reversing this

sequence, which requires less computational effort.

Pre-processing concludes with spectral whitening,

which aims at equalizing energy across frequency

bins and suppressing monochromatic signals in the

chosen frequency band. It is noted that spectral

whitening is an intrinsic part of the interferogram

calculation by the method of cross-coherence as

applied in this study, and this pre-processing step

may be deemed as redundant. However, future

interferometric analysis of the data might employ

different correlation schemes, and therefore, the

preparation of a homogenous input data set is pre-

ferred. The same line of thought as for normalization

applies for whitening of horizontal component data,

and the actual implementation of this pre-processing

step ensures commutativity with rotation (LIN et al.

2008; BEHM et al. 2014). Finally, we rotate the hori-

zontal components into the radial (R) and transverse

(T) directions. For all three components (Z, R, T), we

cut the pre-processed data of the entire observation

period into one-day-long time windows x ið Þ tð Þ and

apply the Fourier transform to obtain the spectral

representation X ið Þ fð Þ, where the superscript (i)

denotes a specific time window. For a given station

pair (A virtual source; B receiver) and each time

window, we calculate an individual interferogram

Y
ið Þ

AB fð Þ in the spectral domain by cross-coherence

(AKI 1957; WAPENAAR et al. 2010b; PRIETO et al.

2009):

Y
ið Þ

AB fð Þ ¼ X
ið Þ

B fð Þ � X
ið Þ

A fð Þ
X

ið Þ
B fð Þ

�
�
�

�
�
� � X

ið Þ
A fð Þ

�
�
�

�
�
�þ e2

ð1Þ

In Eq. (1), the overbar denotes the complex con-

jugate. e is introduced to avoid instabilities that may

occur if either X
ið Þ

A fð Þ or X
ið Þ

B fð Þ approaches zero. e is

taken as 0.5 % of the average amplitude spectrum of

X
ið Þ

A fð Þ and X
ið Þ

B fð Þ. The final interferogram GAB(f) is

obtained by stacking over all N individual

interferograms:

GAB fð Þ ¼
XN

i¼1

Y
ið Þ

AB fð Þ ð2Þ

The inverse Fourier transformation is applied and

the resulting time representation gAB(t) is an

approximation to the Green’s function between the

stations A and B. Instead of cutting the data into time

windows and stacking the individual interferograms,

one can also correlate the recordings of the entire

observation period to get GAB(f). We find time win-

dowing and stacking more efficient with respect to

testing processing parameters, and the actual imple-

mentation of our interferometry algorithm allows for

parallelization when the data are organized in time

windows (BEHM et al. 2014). In this study, we cal-

culate interferograms for the vertical (Z–Z), radial

(R–R), and transverse (T–T) components, but not the

cross-component interferograms (Z–R, Z–T, R–T).

The cross-component interferograms would allow

evaluating an estimate of the full Green’s tensor,

which, however, is outside the scope of this study.

For many reasons (e.g., source signature, instrument

noise, attenuation, scattering phenomena, and mea-

surement of displacement instead of stress; SNIEDER

2007; HALLIDAY and CURTIS 2008; TSAI 2011), the

obtained interferogram gAB(t) is only an approxima-

tion to the actual Green’s function and therefore, an

estimate of the impulse response of the earth. Thus,

Green’s functions recovered by interferometry might

be considered as empirical Green’s functions.

Figures 3 and 4 show several virtual source

gathers along the profile ALPASS 1 and for the CBP

array. The virtual source station D02 (Fig. 3) is

located in the Bohemian Massif at the northern end of

the profile. On all three components, there are clear

arrivals in the causal parts of the interferograms, but

much less so on the non-causal part. Such an asym-

metry is generally thought to result from an uneven

distribution of seismic sources (e.g. HARMON et al.

2010). This does not necessarily imply that the results

are biased towards wrong velocities, as long as the

stationary phase condition (SNIEDER 2004) is met for

sources at either side of the virtual source—receiver

bFigure 4

Virtual source gathers for stations of profile ALPASS 1 with station

A13 (top panels) and for station W1 (bottom panels). All three

components (vertical Z, radial R, transverse T) are shown. The red

dashed line indicates a linear move-out for a velocity of 3.1 km/s,

which appears curved, since neither station A13 nor W1 are located

on the ALPASS 1 profile. See text for details
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pair. In the shown example, the ambient noise sources

are apparently much stronger to the North of the

deployment than to the South. As in other regional

and global ambient noise studies (e.g. YANG and

RITZWOLLER 2008; SCHIMMEL et al. 2011b), the dom-

inant seismic source is assumed to be the interaction

of ocean waves with the shore and/or the continental

shelf (LONGUET-HIGGINS 1950). In the context of

ocean-generated ambient noise, STEHLY et al. (2006)

were the first to discuss how the distribution of noise

sources influence the symmetry of the correlations.

Among others, FRIEDRICH et al. (1998), CHEVROT et al.

(2007), and KEDAR et al. (2008) discussed the origin

of seismic noise in Europe. In our study, the North

Sea would indeed represent a major source region of

ambient seismic noise energy.

The dominant frequency content ranges between

0.1 and 0.3 Hz, and the apparent velocity is about

3.1 km/s on the Z- and R-components. The arrivals

on the T-component appear significantly earlier. Even

at large offsets ([300 km), the waveforms are of high

S/N ratio. The Z- and T-component interferograms

are of higher S/N ratio than the R-component. Station

SLO20 (Fig. 2) is located in the Dinarides at the

southern end of the profile, and the waveforms in the

acausal parts are of similar characteristics (frequency

content, S/N ratio, apparent velocity) as for station

D02. This suggests similar if not identical ambient

noise sources to the north of the deployment. Addi-

tional arrivals with higher frequencies (0.3–0.5 Hz)

are observed up to 200 km offset at the Z- and

R-components in the causal part, and to a lesser

significance, also at the T-component. The ambient

noise sources for these arrivals must be located rather

to the South of the profile. Compared to the Eastern

Alps and the Bohemian Massif, the Dinarides are

seismically more active and local and regional seis-

micity could explain the causal arrivals with lower

energy and higher frequency.

Virtual source station A13 (Fig. 4) is located to

the east of profile ALPASS 1. The arrivals appear in

the acausal part only, suggesting dominant ambient

noise sources to the west (Atlantic Ocean) and north-

west (North Sea) of the deployment. The damping of

the higher frequencies ([0.2 Hz) is explained by the

large virtual source—receiver distances, which in this

cross-line example affects all receiver stations.

Again, the T-component arrivals are faster than the

arrivals on the Z- and R-components. Finally, virtual

source station W1 (Fig. 4) represents an example

from the CBP data. Overall, the waveforms at the

CBP stations appear less clear, which may be attrib-

uted to a different instrument response (Appendix)

and a more complicated near-surface structure with

its abrupt transition from high-velocity carbonates

(Eastern Alps) and crystalline rocks (Bohemian

Massif) to thick low-velocity sediments (Flysch,

Vienna Basin). Apart from that, the acausal/causal

characteristics as well as the frequency content and

the apparent velocities are similar to the other

examples.

As in other studies (LIN et al. 2008; LI et al.

2010a, b; BEHM et al. 2014; BEHM and SNIEDER 2013),

we interpret the arrivals on the vertical and radial

components as Rayleigh waves and the arrivals at the

transverse component as Love waves. The Love

waves are faster than the Rayleigh waves, as is

expected for isotropic media. In the investigated area,

strong anisotropy (10 %) is only known locally in the

shallow part (\3 km-depth) of the Tauern Window in

the Central Alps due to north-dipping foliation

(Bleibinhaus and Gebrande 2006). On a regional

scale, 3D P- and S-wave modelling from active-

source data do not indicate a significant anisotropy

(BEHM et al. 2007; BEHM 2009). The velocity differ-

ence is also illustrated in Fig. 5, where we stack

envelopes (modulus of the complex trace) of all

interferograms in offset bins. The envelope is applied,

since local and regional velocity variations cause the

individual surface wave arrivals to be out of phase

with respect to their large offset variations. The off-

set-bin stacks show that the arrivals on the Z- and

R-components have identical average velocities

(slightly lower than 3.1 km/s), and that the T-com-

ponent arrivals have a velocity above 3.1 km/s. This

difference of velocities indicates that the rotation of

the components works well to separate wavefield

polarities. Furthermore, the S/N ratio of the interfer-

ograms is comparable for the Z- and T-components,

and lowest on the R-component. This implies that the

horizontal component of the Rayleigh wave has lower

amplitude than its vertical component. This latter

effect is also observed on both global (LIN et al.

2008) and local (BEHM et al. 2013) scales, and is

M. Behm et al. Pure Appl. Geophys.



consistent with what is expected from the ‘‘upright’’

elliptical particle motion of fundamental-mode Ray-

leigh waves at the Earth‘s surface (AKI and RICHARDS

1980).

4. Dispersion Measurements and Inversion

4.1. Frequency-Time Analysis

Frequency-time analysis (FTAN; DZIEWONSKI

et al. 1969; LEVSHIN et al. 1989; BENSEN et al.

2007) is commonly applied to surface-wave interfer-

ograms to obtain group velocity dispersion between

two stations. In essence, FTAN applies narrow

Gaussian-shaped bandpass filters for a range of

central frequencies to the interferogram. A complex

trace is derived from the original trace (real part) and

its Hilbert transform (imaginary part). The modulus

of the complex trace is the envelope, and the time

axis of the trace is converted to velocity by dividing

through its offset. Thus, the maximum amplitude of

the envelope corresponds to the group velocity of the

surface wave for the given central frequency. The

original FTAN algorithm operates with a halfwidth of

the Gaussian function which increases with central

frequency, which may cause data with low central

frequencies to be under-sampled. Therefore, we

chose a parameterization where the halfwidth is

independent from the central frequency. A small

halfwidth results in a monochromatic and thus

ringing signal, which after the envelope transforma-

tion will have low resolution in the velocity domain,

while a large halfwidth entails a low-frequency

resolution. After testing, we chose a halfwidth of

0.095 Hz. Finally, the FTAN-plots are semi-automat-

ically picked for dispersion curves at the maximum

amplitude at each central frequency (Fig. 6).

As expected for Rayleigh and Love waves, the

first three examples (Fig. 6a–c) show a similarity of

the Z- and R-components, and comparably higher

velocities at the T-component. In contrast, the

dispersion curves from the Vienna Basin (Fig. 6d)

exhibit a discrepancy between the Z- and R-compo-

nents and slower T-component velocities, which is

discussed in Sect. 5. The data allow measuring

dispersion curves for 434 and 529 station pairs on

the Z- and T-components, respectively. Since the S/N

ratio of the R-component interferograms is lower than

their equivalent Z-component counterparts, we only

pick dispersion curves from the Z- and T-components

and use them for estimating Rayleigh and Love

velocities. The assumption that the Rayleigh waves

appear on Z- and R-components and Love waves on

the T-component is valid for a horizontally layered

medium (1D) only. While this first-order approxima-

tion may be applicable for deeper layers, the near

Figure 5
Offset-bin stacks of all interferograms for the three components (vertical Z, radial R, transverse T). The offset-bin size is 20 km. The dashed

line indicates a linear move-out for a velocity of 3.1 km/s. Note the overall lower velocities of the vertical and transverse components

compared to the transverse component
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surface in the Eastern Alps has an intricate 3D

structure. Thus, the high-frequency part of the

dispersion curves is interpreted with caution. As

mentioned above, the full nine-component Green’s

tensor (Z–Z, R–R, T–T, Z–R, R–Z, Z–T, T–Z, R–T,

and T–R correlations) could be used to investigate the

Figure 6
Group velocity dispersion measurements for four selected virtual source–receiver combinations and all three components. Ray paths of the

virtual source–receiver combinations are shown in the map below. The white line indicates the picked dispersion curve for the vertical

component, which is also superimposed on the radial and transverse components for comparison. Note the change in the velocity axis for

figure (d). See text for details

M. Behm et al. Pure Appl. Geophys.



significance of 3D effects, but this is subject to

further studies.

4.2. Inversion for Frequency-Velocity Maps

and Virtual Dispersion Curves

Measured dispersion curves are easily interpreted

if the velocity structure between the stations can be

well approximated by a horizontally layered medium.

The upper crust in the Eastern Alps deviates strongly

from this 1D assumption though, and the surface

waves sample different tectonic regimes along their

path. This is especially the case when the offset

between the stations is large. As a result, a consistent

interpretation of the measured dispersion curves can

become difficult. We tackle this challenge by taking

advantage of the multifold coverage, and construct

virtual dispersion curves which are representative of

the 1D structure at specific locations. The specific

location is defined as a cell of small, but still finite

extent.

Assuming straight ray paths between station pairs

(A–B), a location with a given lateral extent (a cell) is

covered by many surface waves with measured group

velocities vAB(f). The measured velocity depends on

A and B and cannot be unambiguously assigned to a

cell. Analogous to SIRT-based travel-time tomogra-

phy (Simultaneous Inverse Reconstruction

Technique; e.g., VAN DER SLUIS and VAN DER HORST

1987), we redistribute the measured velocities

vAB(f) onto the cell velocities vcell(f) along the ray

paths to better constrain their spatial assignment and

facilitate geologic interpretation. The velocities are

converted to slownesses (sAB, scell) to establish a

linear relationship between observations (sAB) and

unknowns (scell):

1

vAB fð Þ ¼ sAB fð Þ ¼ 1

xAB

�
XN

i¼1

s
ið Þ

cell fð Þ � l ið Þ ð3Þ

Equation (3) assumes that the measured slowness

sAB(f) is a weighted average of the localized slow-

nesses scell
(i) (f) in all N cells which the surface wave

passes along its path from station A to station B. The

weighting factor is the length l(i) of the surface wave

ray in a cell. xAB is the offset between the stations

A and B, and therefore is the sum of all l(i). Given

sufficient coverage [a large number of station pairs

with measured slownesses sAB(f)], an equation sys-

tem based on (3) is built and inverted for the cell

slownesses scell
(i) (f) by damped least-squares inver-

sion. We do not model cells with constant velocities,

but chose a different parameterization by specifying

velocities at the cell corners. The velocity along a ray

segment l(i) is then interpolated from the surrounding

cell corner points with the distance to each corner as a

weighting factor. This results in a smoother velocity

distribution, in particular when the cell size is large.

The implementation is based on a scheme for calcu-

lating delay times (tdSRC, tdRCV) and refractor

slownesses from observed travel times tAB of refrac-

ted waves (GARDNER 1939; TELFORD et al. 1990;

IWASAKI 2002; BEHM et al. 2007):

tAB ¼ tdSRC þ
XN

i¼1

s
ið Þ

cell fð Þ � l ið Þ þ tdRCV ð4Þ

In Eq. (4), refractor travel times are simulated as

tAB = xAB/vAB, and the delay times (tdSRC, tdRCV)

are fixed to zero; thus, Eq. (4) becomes Eq. (3).

We start from an initial homogenous cell slowness

distribution of (3000 m/s)-1 and calculate the syn-

thetic group slowness sAB according to Eq. (3). The

differences between the measured and synthetic group

slownesses are inverted for cell slowness updates by

damped least-squares inversion. The cell slowness

updates are added to the initial slowness, and the

obtained cell slowness solution is smoothed with a

Gaussian-shaped low-pass filter. This process is iter-

ated up to three times, with the damping and

smoothing decreased at each iteration step. Although

Eqs. (3) and (4) pose a linear relation between the

unknown cell slownesses and the observed (measured)

slownesses, iteration becomes necessary, since post-

inversion smoothing introduces a small degree of non-

linearity between unknowns and observations. The

tomography with straight ray paths, as implemented

here, is a simple version of more advanced methods

which employ curved ray paths (e.g., RAWLINSON and

SAMBRIDGE 2003). Like BEHM et al. (2014), we chose

constant ray paths for robustness when input data are

sparse and scattered. The presented implementation

further allows for an additional qualitative check of the

virtual dispersion curves.
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We chose the cell size to be 20 km. Surface-wave

velocities are defined between two locations, and

therefore, the cell size is not directly related to

geological structures. Much more, it represents a

desired resolution based on the minimum inter-station

distance in our network.

Figure 7 shows the ray paths of all measured

dispersion curves from the vertical component, and

the grid of cell corner points. The inversion is

performed for slownesses grouped in frequency bins

with sizes of 0.015 Hz. For each measured dispersion

curve, we average the slowness in each frequency bin

to obtain the input slowness sAB(f) to the equation

system (3). The final results of the damped least-

squares inversion are the localized slownesses (ve-

locities) scell(f) (vcell(f)) of the cells specified at the

grid points.

The Z-component data of the third iteration step

result in overall strongly fluctuating velocity distri-

butions, and the same applies for T-component data

of the second iteration step. We subsequently chose

the results from the second and first iteration steps as

the preferred velocity models for Z- and T-compo-

nent data, respectively (Figs. 8, 9). The damped least-

squares inversion also provides resolution elements

of the calculated cell velocities, and we discard cells

with low resolution from the final solution. Table 1

gives a summary on the inversion results averaged

over the entire frequency range of 0.05–0.5 Hz.

The inversion of Z-component data is deemed

successful both in terms of misfit reduction and

geologic plausibility. The latter is judged by the fact

that the average velocity in each frequency bin is

similar prior and after the inversion (Fig. 10). Since

the inversion based on Eqs. (3) and (4) seeks for a

lateral redistribution of the measured velocities, we

expect similar average velocities within each fre-

quency bin prior and after the inversion. In contrast,

inverted velocities from T-component data are sig-

nificantly different from the measured velocities.

Their post-inversion average dispersion also has a

bias towards high velocities in the mid-frequency

range, and the misfit reduction is low (Table 1). We

take this as an indication that the SIRT-based

inversion of measured Love-wave velocities is not

successful.

Checkerboard tests are performed to assess the

reliability and lateral resolution of the velocity

anomalies obtained from the tomographic inversion.

The size (100 km-by-100 km) and amplitudes

(±300 m/s) of the checkerboard anomalies represent

an average over the obtained anomalies within the

entire frequency range. According to Eq. (3), syn-

thetic velocities are calculated for the same virtual

source—receiver pairs which are also used in the

inversion of measured velocities. As the measured

velocities originate from smooth dispersion curves,

we cannot simply assume that errors in the data are

represented by uncorrelated noise. A more realistic

noise model would include a range of smooth

variations of the dispersion curves, but that requires

an extensive suite of tests which are beyond the scope

of this study. Our analysis primarily investigates the

robustness of the inversion for the cell velocities with

regard to the virtual source–receiver geometry, and

the resulting variation of resolution as a function of

frequency. We are aware that the absence of noise will

provide an over-estimation of the resolution, and thus

regard the outcome as an upper limit for our study.

The calculated synthetic velocities are inverted

with the same parameters as used in the inversion of

measured dispersion curves from vertical and trans-

verse components. The results are shown in Figs. 11

and 12. For the vertical-component geometry (Ray-

leigh waves; Fig. 11), the area covered by ray paths is

mostly recovered in the frequency range up to

Figure 7
Observed ray paths for group velocity dispersion measurements on

the vertical component. The crosses mark the center of the cells

which are included in the tomographic inversion due to direct

coverage or due to smoothness constraints at the edge

M. Behm et al. Pure Appl. Geophys.



0.20 Hz, with the exception of the eastern and

northeastern edge. At 0.26 Hz, the resolution also

drops in the central part, and at higher frequencies,

only the densely sampled area along the profile

ALPASS 1 bears some general resemblance with the

checkerboard pattern.

The measured dispersion curves from the trans-

verse components (Love waves) were originally

inverted with the same damping parameter as used

in the inversion for Rayleigh-wave velocities. The

resulting velocity maps showed a significantly

stronger lateral variation than the Rayleigh-wave

velocity maps, and an overall unrealistic velocity

distribution. Thus, the damping was increased to

stabilize the inversion, leading to the final model

(Table 1; Fig. 9) which, however, still is less reliable

than the Rayleigh-wave model. The effect of the

larger damping parameter is also reflected in the

checkerboard test for the transverse-component

geometry (Fig. 12), which, in comparison with the

vertical-component data (Fig. 11), is also character-

ized by stronger smearing. An additional

checkerboard test with decreased damping was also

performed and derived a pattern reconstruction

similar to vertical-component geometry. This implies

that the coverage and geometry of the input data are

not the cause for the implausibility of the inverted

Love-wave model. It is more likely that the measured

Love-wave dispersion is less-suited for the inversion,

since the subsurface structure is too complex to

describe Love-wave propagation along straight ray

paths. This may be due to the fact that Love waves

are more sensitive to the (complex) shallower struc-

ture than Rayleigh waves (DAHLEN and TROMP 1998),

and it is also in accordance with the poor data fit of

the inversion (Table 1).

Figure 8
Rayleigh-wave group velocity maps obtained from tomographic inversion of vertical-component dispersion curves. MB Molasse basin; BM

Bohemian Massif; NCA Northern Calcareous Alps; CA Central Alps; SA Southern Alps; DIN Dinarides; VB Vienna basin; nat North Alpine

thrust; semp Salzach-Enns-Mariazell-Puchberg line. See discussion section for details
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Finally, virtual dispersion curves are created by

fitting a fourth-order polynomial through the obtained

cell velocity dispersion curves vcell(f) at each grid

point. This is necessary, since velocities obtained at

individual frequency nodes can still deviate from a

desired smooth dispersion curve due to local varia-

tions of inversion quality (Fig. 13). Polynomial fitting

is more suitable than smoothing or averaging to

remove these outliers, since the curves are preserved

where they are smooth and outliers will not distort the

Figure 9
Love-wave group velocity maps obtained from tomographic inversion of transverse-component dispersion curves. Geologic captions as in

Fig. 8. See discussion section for details

Table 1

Summary of the results from the inversion for cell velocities, averaged over all inversions in the frequency range 0.05–0.5 Hz

Min./max./average/std.dev.

velocity of input data

(measured velocities)

Min./max./average/

std.dev. velocity of

the final model

Std.dev. of the

starting model

misfit

Std.dev. of the

final model

misfit

Std.dev.

reduction (%)

Z-component 1490/4174/2772/282 m/s 1691/3542/2791/278 m/s 238 m/s 168 m/s 30

T-component 1025/5126/2980/519 m/s 1450/6429/3244/465 m/s 642 m/s 537 m/s 16

First column: statistics for input data (=measured dispersion vAB). Second column: Statistics for inversion results (=cell velocities vcell). Third

and fourth columns: std.dev. of the residual data misfit (=difference between measured dispersion and modelled dispersion for the initial and

final models). Fourth column: reduction of the residual misfit

M. Behm et al. Pure Appl. Geophys.



virtual dispersion curve significantly. We obtain

virtual Rayleigh-wave dispersion curves at 128

locations. Figure 12 indicates that even closely

spaced measured dispersion curves may scatter due

to laterally variable tectonic structure [e.g., location

(3) in the Vienna Basin]. It also illustrates that virtual

dispersion can be considered as a physically reason-

able 1D approximation to the vertical structure at the

cell locations, and that they provide a useful inter-

polation in areas with pronounced three-dimensional

structural variation.

4.3. Inversion for the Lateral Shear-Wave Velocity

Structure Along Profile ALPASS 1

We calculate the shear-wave velocity structure

from the inversion of the virtual dispersion curves of

Rayleigh-wave group velocities. Love-wave veloci-

ties are not inverted, because their lateral distribution

is not well captured by the SIRT-based tomography

(Sect. 4.2). Due to the sparse lateral coverage, we

apply the inversion for 16 cell locations along the

profile ALPASS 1 only. We implement the inversion

using the technique in MOKHTAR et al. (1988) and

HERRMANN (2013). An iterative scheme is used to

update the shear-wave velocities to minimize the

misfits of virtual and predicted dispersion curves in

the frequency range of 0.05–0.5 Hz. The starting

model is based on the average P-wave velocity (BEHM

et al. 2007). This P-wave velocity model was created

from stacking and inversion of 3D wide-angle

refraction/reflection data acquired within continental

active-source seismic refraction campaigns (GUTERCH

et al. 2003a, b; BRÜCKL et al. 2003). It comprises

depths to the Moho and a smooth and continuous 3D

velocity model of the crust. We extract a vertical

section through this model along the profile ALPASS

1. Initial shear-wave velocities are obtained from

dividing P-wave velocities by 1.73. Densities are

calculated from P-wave velocities by the empirical

relationship given by BROCHER (2005). Although we

do not set the number of layers for the inversion, we

utilize a damping factor to obtain smooth depth

variation of velocities. The data fit of the inversion is

analysed by comparing the virtual dispersion curves

with the predicted dispersion curves from the

obtained shear-wave velocities (Fig. 14).

The general trends are well captured, while

significant deviations correlate with regions of com-

plicated geology. The profile range x = 5260–

x = 5360 comprises the lateral transition from the

Northern Calcareous Alps and Flysch zones to the

Molasse basin sediments and crystalline Bohemian

Massif, where the shallow vertical structure is

characterized by low-angle overthrusting and velocity

inversions. The large data misfit at high frequencies is

an expression of the intricate seismic structure which

cannot be described well with the 1D method.

Another general observation is the velocity drop of

the modelled dispersion curves at very low

Figure 10
Comparison of average measured surface-wave velocities vAB between stations (black lines) and average inverted cell velocities vcell (grey

lines). The inversion of T-component data (Love waves) is deemed not successful as the average of the velocities after the inversion is

significantly different from the average of the measured velocities
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frequencies (\0.1 Hz). This might be explained by

systematic under-estimation of the measured disper-

sion due to distortion introduced by non-optimum

FTAN parameterization in that frequency range, or

due to an overlap of causal and acausal arrivals at

short station distances.

Figures 15a-c shows the inverted and interpolated

shear-wave velocities together with previously estab-

lished models from active-source seismology (BEHM

et al. 2007; BEHM 2009). Figure 15d is an estimate of

the quality of the inversion, as measured by the data

misfit between modelled and virtual dispersion:

Misfit fð Þ ¼ vmodel fð Þ � vvirtual fð Þ
vvirtual fð Þ � 100 ð5Þ

At each cell location along the profile, the misfit is

plotted at a pseudodepth according to Eq. (6):

z fð Þ ¼ vAvg fð Þ
f � 3:5

ð6Þ

In Eq. (6), the velocity vAvg(f) is calculated as the

average from all cell velocities for a given frequency

f. We further calculate the wavelength for this

Figure 11
Results from checkerboard tests for vertical-component data. The imposed pattern and the station coverage are shown in the center of the

bottom row. Restored patterns are shown for different frequencies. See text for discussion

M. Behm et al. Pure Appl. Geophys.



velocity and frequency. The sensitivity kernel of

surface waves is commonly assumed to peak at

depths between a third and a quarter of the wave-

length (STEIN and WYSSESION 2003), which makes us

chose the factor 3.5 in Eq. (5). With increasing

wavelengths, the sensitivity kernel flattens out and

the surface-wave velocities are representative of the

average crustal velocity between the surface and the

depth z. The pseudodepth does not exactly corre-

spond to the depth shown in Fig. 15d, but allows for a

rough assessment of the model quality in terms of

data fit for shallow vs. deep sections of the crust.

5. Discussion

Prior to the analysis of the shear-wave velocity

model, we discuss Rayleigh and Love-wave veloci-

ties and their ratio. Rayleigh-wave velocities (Fig. 8)

in the frequency range 0.5–0.26 Hz correlate with

surface geology. Low velocities are found within the

Vienna and Molasse basins, while the NCA and the

Greywacke zone in-between the NAT and the SEMP

exhibit high velocities. To the very south, the

Southern Alps and the Dinarides have lower veloci-

ties than the Central Alps to the north. The highest

Figure 12
Results from checkerboard tests for transverse-component data. The imposed pattern and the station coverage are shown in the center of the

bottom row. Restored patterns are shown for different frequencies. See text for discussion
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velocities are associated with the Bohemian Massif.

At lower frequencies (0.2–0.05 Hz), the Alpine crust

south of the SEMP appears relatively uniform. The

Bohemian Massif and the Vienna Basin exhibit high

and low, respectively, velocities throughout the entire

frequency range. An extended low-velocity feature is

found below the NCA and the Molasse Basin.

The Love-wave maps (Fig. 9) show the same

large-scale trend as Rayleigh-wave maps: Low

velocities in the Vienna Basin, high velocities in the

Bohemian Massif, and a transition from lower to

higher velocities when crossing from the Southern

Alps to the Central Alps. However, the low-velocity

anomaly below the NCA and the Molasse Basin is

restricted to higher frequencies. We also find a pro-

nounced high-velocity anomaly throughout all depths

associated with the south-eastern tip of the Bohemian

Massif, which is not featured in the maps of the

Rayleigh-wave velocities. A spatially coincident

high-velocity structure is present in the shear-wave

velocity model of REN et al. (2013) which is based on

inversion from Rayleigh-wave dispersion. The 3D

shear-wave velocity model from active-source data

(BEHM 2009) also features slightly increased veloci-

ties in this region in the shallow crust. High shear-

wave velocities would be probably associated with

high Love-wave velocities. However, the measured

Love-wave velocities in that area are significantly

lower than the ones obtained from the SIRT-based

Figure 13
Construction of virtual dispersion curves (dashed black line) for given cell locations (1–3; black crosses) from measured dispersion curves

(solid grey lines) at nearby virtual source–receiver combinations (grey dots and lines in the map inlet). Open black circles in (1–3) are the cell

velocities at each frequency bin obtained from tomographic inversion. In the case of strongly scattered input dispersion curves (locations 2 and

3), the virtual dispersion curve resembles a reasonable estimate of the subsurface structure at the cell location. See text for details

cFigure 14
Virtual (grey dashed lines) and predicted (solid black lines)

Rayleigh-wave dispersion curves from the shear-wave velocity

model extracted at 16 locations along the profile ALPASS 1

(Fig. 15). Strong deviations occur at the higher frequencies

(shallow crust) at the transition from the Eastern Alps to the

Bohemian Massif (x = 5300–x = 5400)
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tomographic inversion. The latter ones exceed plau-

sible values ([4000 m/s), and the accuracy analysis

(Sect. 4.2) indicates a general inferiority of the

inversion for Love-wave velocities compared to

Rayleigh-wave velocities. The inverted Love-wave

velocities are regarded as not reliable in that area.

The failure of the inversion for Love-wave velocities

based on Eq. (3) could indicate that the modelling of

the wave propagation along straight line paths is not

appropriate in that area of anomalous crustal struc-

ture. The neglect of ray bending in a smooth velocity

field would only be relevant for higher frequencies at

larger offsets, but strong lateral and vertical velocity

contrasts cannot be captured by the intrinsic layer-

cake assumption for surface-wave propagation. A

thorough analysis would require the modelling of 3D

propagation of both Rayleigh and Love waves for

different geologic scenarios, which is beyond the

scope of our study.

Non-stationary Rayleigh-wave noise sources can

contribute to spurious signals on transverse-compo-

nent interferograms (KIMMAN and TRAMPERT 2010; XU

et al. 2015), which could also account for the failure

of the inversion. TSAI (2009), WEAVER et al. (2009),

FROMENT et al. (2010), and FICHTNER (2014) analyse

the effect of heterogeneous noise distributions on the

measured travel times of the surface wave arrivals in

Green’s functions obtained from ambient noise

tomography. They derive the conclusion that the

expected travel-time error is relatively small (\1 %)

for realistic noise source scenarios and band-limited

data sets like ours. However, some dispersion curves

in our data set are indicative of more significant

systematic deviations from a homogenous noise dis-

tribution (Sect. 4.1, Fig. 6d). In this case, the

measured surface-wave velocities would be affected

and hamper the application of Eq. (3).

Even if the measured group velocities can be

correctly described by Eq. (3), they might be picked

with large uncertainty in certain areas, e.g. in

anomalous crust. The uncertainty is not accounted for

in the inversion, since we did not introduce a data

covariance matrix (TARANTOLA 1987), and this might

be another reason for the failure of the inversion.

Finally, the inversion could be improved by taking

the ray coverage into account more systematically.

E.g., BLEIBINHAUS and GEBRANDE (2006) and

BLEIBINHAUS et al. (2010) show how the geometry of

the model parameter grid can be iteratively adapted

according to their resolution elements.

Average Rayleigh and Love-wave velocities at

each frequency are calculated from the measured

dispersion curves (Fig. 8), and they show an expected

decay with increasing frequency. The average ratio of

Love- and Rayleigh-wave velocities in the range of

0.05–0.4 Hz is 1.1. It is noted that the average

velocities are calculated for each frequency range

over the entire area, thus they as well as their ratio are

also biased towards the slightly variable coverage.

This applies in particular for the high-frequency end

of the dispersion.

In the Vienna Basin, we observe the Rayleigh

waves to be faster than Love waves (Sect. 4.1,

Fig. 6d). Theoretically, anisotropy can cause Ray-

leigh waves to be faster than Love waves. However,

the region in and around the Vienna Basin is well

explored due to local oil and gas exploration (BRIX

1993), and by regional seismic transects (e.g. HRUB-

COVÁ et al. 2005; BEHM et al. 2007; BEHM 2009), and

significant anisotropy in the upper crust has not been

required so far. A recent study by XU et al. (2015)

illustrated how non-stationary Rayleigh-wave noise

sources can contribute to spurious signals on trans-

verse-component interferograms. KIMMAN and

TRAMPERT (2010) also demonstrate that heterogeneous

surface noise source distributions result in significant

cross terms in the correlations with the possibility of

projecting Love-wave energy on the radial compo-

nent and vice versa. The metropolitan area of Vienna

is a potential source of ambient seismic energy which

might emerge as a non-physical signal on interfero-

grams on nearby stations. In addition, the shown

virtual source—receiver pair is located at and parallel

to the border of low-velocity sediments with high-

velocity crystalline rocks, and different components

may emphasize different ray paths. Strong lateral

material contrasts can also couple Love- and Ray-

leigh-wave energy (e.g. MAUPIN and PARK 2007).

Finally, we compare and discuss different velocity

models along the profile ALPASS 1 (Fig. 15). The

shear-wave velocity model from BEHM (2009)

(Fig. 15a) is obtained from tomographic travel-time

inversion from active-source data. The shallow

structure correlates with surface geology by imaging

M. Behm et al. Pure Appl. Geophys.



the low-velocity sediments of the Molasse basin. The

Central Alps feature slightly increased velocities. In

contrast, the shear-wave model obtained from sur-

face-wave inversion by REN et al. (2013) has its

velocity minimum associated with the Central Alps.

This appears implausible as this part of the Alps

comprises metamorphic rocks with overall larger

densities and P-wave velocities than the Neogene

sediments in the Molasse basin (BRÜCKL et al. 2007;

BEHM et al. 2007; SIMEONI and BRÜCKL 2009). It is

noted that the model by REN et al. (2013) suffers from

low coverage in the Eastern Alps which may explain

this discrepancy. Our shear-wave model obtained

from Rayleigh waves (Fig. 15c) indicates a gradual

thickening of a near-surface low-velocity zone south

of the Central Alps, and it positions the low-velocity

Molasse sediments correctly. The most interesting

feature in this model is a pronounced low-velocity

zone below the Molasse basin in depths ranging from

5 to 18 km. Compared with other regions in the

model, the misfit (Fig. 15d) is relatively small in this

section of the crust. This region also forms the

southern rim of the European margin, and relatively

moderate-to-low P-wave velocities are also identified

in active-source data (BRÜCKL et al. 2007; BEHM et al.

2007). A tentative interpretation of these low veloc-

ities as an expression of crustal extension and

weakening prior to collision with the Adriatic crust is

given by BRÜCKL et al. (2007). The absence of this

feature in the deeper part of the shear-wave velocity

model based on active-source data (Fig. 15a) might

be explained by an inversion artefact resulting from

low coverage. Due to their high-frequency content,

the travel times of shear body waves are more sen-

sitive to small-scale velocity variations, and the

under-estimation of shallow high-velocity regions

(e.g. Northern Calcareous Alps) might be compen-

sated by over-estimation of deeper structures, in

particular when data coverage is low.

The three shear-wave velocity models (Figs. 15a,

c; REN et al. (2013), not shown) exhibit both similar

and contradicting features at different locations. This

Figure 15
Shear-wave velocity models along the ALPASS 1 profile obtained from different approaches and data sets. Solid/dashed black lines:

downward extension of the major velocity contrasts NCA/F and MOL/BM based on well and seismic exploration data. Dashed black

rectangle: low-velocity region discussed in the text. a Travel-time tomography from diving S-waves in active-source data (BEHM 2009);

b travel-time tomography from diving P-waves in active-source data (BEHM et al. 2007); c Rayleigh surface-wave dispersion from the

ALPASS data set (this study); d Misfit analysis of the model (c) based on observed vs. predicted dispersion (Fig. 14). The depth axis in

(d) refers to the pseudodepth and is only a proxy to the actual depth. Red and blue colours indicate over- and under-estimation, respectively, of

observed surface-wave velocities
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is mainly attributed to the laterally varying coverage

of each model. The overall reliability of surface-wave

inversion in complex 3D structures is limited, as it is

intrinsically based on layered 1D media. To tackle

this challenge, dense station coverage is required.

Vertical resolution of the surface-wave inversion

models is generally low, and the models also depend

on assumptions of density and P-wave velocity. On

the other hand, first-arrival travel-time tomography

tends to smear out lateral velocity contrasts in case of

low data coverage. With regard to frequency, the

body waves from the active-source data cover a fre-

quency range of roughly 2–10 Hz, while the surface

waves comprise a range from ca. 0.1–1 Hz. We

suggest that future inversion strategies should aim at

joint use of travel-time and surface-wave data to

benefit from the complementary resolution and depth

penetration capabilities and the broadening of the

frequency spectrum.

Figure 16 compares the Rayleigh-wave and

P-wave velocity models with the long wavelength

part of the magnetic intensity map (SEIBERL 1991;

BLAUMOSER 1992). The western part of the magnetic

map is dominated by the strong, positive ‘‘Berchtes-

gaden anomaly’’. Although slightly shifted to the

North, the spatial pattern is not unlike that of the

Rayleigh-wave velocity model extracted for low

frequencies, representing depths larger than 7 km.

The low Rayleigh velocities in that area correspond

to the shear-wave velocity minimum along the

ALPASS 1 profile (Fig. 15c). In addition to the

Berchtesgaden anomaly, there is also a visual corre-

lation between the two maps (high magnetic

intensity—low seismic velocity) in the East, under

Figure 16
Comparison of magnetic intensity anomaly map (BGA = Berchtesgaden anomaly), the 10 km-depth slices through the P-wave velocity

model, and pseudodepth slices of the Rayleigh wave velocity model. Isolines of strong magnetic anomalies are superimposed on the velocity

slices. See text for discussion
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the south-eastern part of the Bohemian massif and

west of the Vienna basin region.

The Berchtesgaden anomaly has been studied by

BLEIL (1976). He suggested two possible interpreta-

tions: (1) the anomaly being part of a shallow

metamorphic complex of the Bohemian massif, as a

part of the Paleo-European plate, and (2) the anomaly

representing part of a deeper ancient Tethyan ocean

floor. HEINZ and SEIBERL (1990) and GNOJEK and HEINZ

(1993) also suggest the ophiolithic remnants of

oceanic crust as a possible cause for the magnetic

anomaly. REISNER (1988) modelled the anomaly along

several cross-sections by a southward dipping body

of increased susceptibility. Its upper boundary is

located between 10 and 16 km-depth, and its thick-

ness is between 2 and 5 km.

If the magnetic and seismic anomalies result

indeed from the same source, then one would need

to explain though, why high magnetic susceptibility

would be correlated with low seismic (shear-wave)

velocities. Both of the ‘‘classical’’ interpretations

mentioned above (metamorphic basement and

oceanic crust) would primarily be associated rather

with a positive correlation (e.g., high seismic

velocity and magnetic susceptibility). However,

there is evidence for the presence of Serpentinites in

the Bohemian massif (e.g., GÖTZINGER 1987). Ser-

pentinites are generally associated with low seismic

velocities, depending on water content (CHRISTENSEN

2004; MOOKHERJEE and STIXRUDE 2013), as well as

high magnetic susceptibility (BINA and HENRY 1990;

TOFT et al. 1990; OUFI et al. 2002). Gravity data are

difficult to interpret in the area because of the

superposition of several prominent density anoma-

lies (Molasse basin, Flysch, Northern Calcareous

Alps, down-dipping European plate). Nonetheless,

the low P-wave velocity structure (Fig. 16) at and

north to the BGA can also be correlated with a

gravity low in the stripped gravity map by SIMEONI

and BRÜCKL (2009). Therefore, serpentinites might

be considered as an explanation for the negative

correlation, and would support previous interpreta-

tions of the occurrence of oceanic crust at the

transition from the Adriatic to the European realm.

However, the spatial resolution of our models is not

strong enough to strictly require such an explanation

at this point.

6. Conclusions

We have applied the ambient noise tomography

technique to passive seismic data recorded in the

easternmost part of the Alps. Despite a relatively

short deployment time, we are able to reconstruct a

substantial set of empirical Green’s functions com-

prising Rayleigh and Love waves in the frequency

range of 0.1–0.5 Hz. The lateral coverage allows for

a tomographic inversion providing virtual dispersion

curves which are representative of the vertical seis-

mic structure at a given location. Their combination

leads to frequency-dependent maps of Rayleigh and

Love-wave velocities which correlate with surface

geology. The average ratio of Love- and Rayleigh-

wave velocities is 1.1. We find indications that the

assumption of homogenous noise source distribution

is locally violated in the case of Love waves.

Inversion for shear-wave velocities along a ver-

tical N-S section stretching from the Bohemian

Massif through the Central Alps to the Southern Alps,

and Dinarides reveals a mid-crustal low-velocity

anomaly at the contact between the Bohemian Massif

and the Alps. This area is also characterized by large

magnetic anomalies and low compressional wave

velocity. A possible interpretation is the presence of

serpentinite in the upper and middle crust at the

transition from the Adriatic to the European realm.

The comparison between velocity models from

three different data sets and approaches shows sig-

nificant differences owing to their varying coverage

and complementary resolution capabilities. Certainly,

the dense and homogeneous spatial coverage of the

(entire Alpine) area in the upcoming AlpArray pro-

ject (KISSLING et al. 2014) will be very helpful for

resolving these issues. Together with advanced pro-

cessing and inversion techniques, these data will

contribute to an improved understanding of the

intricate structure of the Eastern Alps
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Appendix: list of used stations

Longitude (�WGS84) Latitude (�WGS84) Elevation (m) Sensor type Start of recording Duration (weeks)

CBP

W1 48.54990 15.01703 749 Guralp 6TD 12.04.2006 71

W2 48.35433 15.27353 671 Guralp 6TD 11.04.2006 71

W3 48.11519 15.47380 316 Guralp 6TD 10.04.2006 71

W5 47.72023 15.97795 555 Guralp 6TD 13.04.2006 71

W6 47.60769 16.29175 755 Guralp 6TD 20.04.2006 70

M1 48.77398 15.43717 567 Guralp 6TD 12.04.2006 71

M2 48.51447 15.62292 389 Guralp 6TD 11.04.2006 72

M3 48.34355 15.83383 197 Guralp 6TD 10.04.2006 72

M4 48.14707 16.17912 358 Guralp 6TD 10.04.2006 72

M5 47.95874 16.46578 208 Guralp 6TD 13.04.2006 72

M6 47.77742 16.58189 187 Guralp 6TD 20.04.2006 71

E1 48.73997 15.89689 309 Guralp 6TD 11.04.2006 72

E2 48.61987 16.40292 296 Guralp 6TD 11.04.2006 73

E3 48.38388 16.64090 189 Guralp 6TD 12.04.2006 73

E4 48.21365 16.82958 152 Guralp 6TD 12.04.2006 73

ALPASS

D02 48.81345 13.54197 657 Guralp CMG 40T 02.05.2005 47

D03 48.67189 13.51058 469 Guralp CMG 40T 03.05.2005 47

AT104 48.48039 13.58850 532 Guralp CMG 3ESP 03.05.2005 47

AT105 48.32800 13.48961 437 Guralp CMG 40T 04.05.2005 47

AT106 48.13508 13.57431 591 Guralp CMG 40T 04.05.2005 47

AT107 47.96430 13.56648 518 Guralp CMG 40T 05.05.2005 47

AT108 47.79153 13.53883 633 Guralp CMG 40T 04.05.2005 47

AT109 47.58519 13.53537 815 Guralp CMG 40T 04.05.2005 47

AT110 47.42183 13.65145 1176 Guralp CMG 40T 05.05.2005 47

AT111 47.25553 13.48847 1456 Guralp CMG 40T 03.08.2005 34

AT112 47.13319 13.67589 1153 Guralp CMG 40T 04.05.2005 47

AT113 46.96786 13.72625 1676 Guralp CMG 40T 03.05.2005 46

AT114 46.80180 13.70255 862 Guralp CMG 40T 03.05.2005 46

AT115 46.62916 13.64766 1087 Guralp CMG 3ESP 02.05.2005 46

SLO16 46.47453 13.78494 1053 Guralp CMG 40T 04.08.2005 33

SLO17 46.33091 13.69406 963 Guralp CMG 40T 09.05.2005 47

SLO18 46.19150 13.74161 434 Guralp CMG 40T 09.05.2005 47

SLO19 45.97252 13.74130 796 Guralp CMG 40T 10.05.2005 47

SLO20 45.84261 13.73483 360 Guralp CMG 40T 10.05.2005 47

AT202 48.73997 15.89689 280 Guralp CMG 3ESP 23.06.2005 38

AT305 47.93766 15.01161 607 Guralp CMG 3ESP 03.06.2005 42

AT212 47.60695 14.74467 642 Guralp CMG 40T 05.07.2005 36

AT216 47.20367 14.28005 926 Guralp CMG 40T 06.07.2005 36

AT313 46.97170 16.21656 256 Guralp CMG 3ESP 12.05.2005 45

AT601 46.97323 14.98023 1071 Guralp CMG 40T 30.06.2005 38
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